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Motivation: New techniques in biotechnology allow researchers 
to determine the set of genomic regions bound by transcription 
factors (TFs). However, there is no way to identify the specific 
transcription factors involved in such sets. Being able to do this 
would allow the identification of potential drug targets in a 
variety of diseases.

Inputs: PRISM predicted TF binding sites and a set of genomic 
regions of interest to decompose into TFs.

Outputs: Ranked list of TFs that are most likely responsible for 
interacting with the set of genomic regions of interest.

NMF

Transcription factors (TFs) are a ~2,000 member subclass of 
proteins that are critical in regulating protein production. They 
are spatial-temporal switches, binding to specific DNA sequences 
to either turn on/off transcriptional machinery. Misregulation of 
transcription can lead to devastating diseases such as cancer and 
heart disease. 

An ontology is systematic way to document both normal and 
diseased phenotypes, or observable characteristics of a person. 
Within each ontology are a set of ontology terms, such as 
“coughing” and “abnormal blood clotting.”

1

1. https://www.biorxiv.org/content/biorxiv/early/2019/08/20/730200.full.pdf

References

Transcription Factor Binding Site 
Prediction (left) We fed TF 
position weight matrices (PWMs) 
to PRISM for high quality 
prediction of TF binding sites. 
PWMs were scraped from public 
TF databases and manually 
curated for quality.

Baseline PCA NMF

Top 10 0.204 0.04 0.224

Top 25 0.244 0.04 0.3469

Top 50 0.367 0.04 0.346

Evaluation Set 49 sets of genomic regions (passing quality control) 
experimentally determined to be associated with TFs in our library 
were downloaded from the ChIP-Atlas database for use in an 
evaluation set. The GREAT computational pipeline was used to 
determine genomic region set quality. 
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Baseline PCA NMF

Top 10 0.632 0.18 .55

Top 25 0.710 0.51 .69

Top 50 0.816 0.69 .73

Method 1: GOBiological Method 2

1. Investigate better genomic region encoding schemes that represent 
biological phenomena

2. Investigate PCA/NMF with sparsity constraints enforced
a. This follows from the assumption that only small subsets of the 

genome are involved with most protein expression
3. Test our pipeline on novel genomic region sets associated with disease, 

and empirically verify predicted TF-genomic region relationships

We produced rankings using a variety of ontologies for Method 1, 
and used 1kb genomic bin size for Method 2. Best results shown 
below.

Our data give rise to two general results. First, ontologies are not a good way of 
representing genomic regions -- we observed genomic binning gave much better 
ranking performance. Second, we found NMF is a better way of compressing 
genomic data than PCA. NMF outperformed PCA in both sets of experiments, 
which indicates exploiting the nonnegative structure of the data is important. 
Surprisingly, dimensionality reduction did not yield better results in the 1kb 
genomic bin experiments, meaning we likely need more information on 
transcription factor biology and function, to better generate a biologically-
consistent lower dimensional representation of the data.
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