Zero-shot Learning / Prompting

* Give some inputs (xq, ..., X¢) (which can be questions + instructions)
to the LLMs

* LLMs generate a sequence of tokens x4, Xt 4o, ..., X given
(X1, e, X¢)
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Enter an instruction or select a preset,
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B Ourdefault models' training data
cuts off in 2021, so they may not have
knowledge of current events
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Prompt Engineering

What's the sentiment of the following sentence.

"Large langauge models are very powerful models that can be used on a large range of applications"

Positive|

What's the sentiment of the following sentence. Please answer with yes or no, where yes indicates positive and no indicate negative sentiment.
"Large langauge models are very powerful models that can be used on a large range of applications"

Yes|

What's the sentiment of the following sentence. Please answer with yes or no, where yes indicates positive and no indicate negative sentiment.
Please also provide some explanations.

"Large langauge models are very powerful models that can be used on a large range of applications"

Yes, positive sentiment. This sentence is praising the capabilities of the model.



Please polish the following sentence.
"Large langauge models are very powerful models that can be used on a large range of applications"

"Large language models are incredibly powerful and can be applied to a wide range of applications."

Please expand the following sentence into a paragrpah.

"Large langauge models are very powerful models that can be used on a large range of applications"

Large language models are an important tool in natural language processing systems. They are powerful models capable of performing a wide
range of tasks, such as text generation, sentiment analysis, and language translation. In recent years, these models have become increasingly
powerful due to advances in machine learning, deep learning, and natural language processing technologies. With the right architecture and
training data, large language models can outperform other traditional language processing techniques. Due to their flexibility and capacity for
computational power, large language models are applicable to many different areas such as data analysis, information retrieval, natural language
understanding, and machine translation. Moreover, they can be deployed on cloud platforms or as a standalone application depending on the use
case. Large language models are incredibly useful tools for analyzing and processing language data, and have been used to power a multitude of
applications|
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In-context learning

* Give LLMs (X1, V1, X2, V2, -, Xk» Vi» Xtest) Where (x;, ;) are
exemplars, and Xqq¢ is a test example.
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In-context learning

* Give LLMs (X1, V1, X2, V2, -, Xk» Vi» Xtest) Where (x;, ;) are
exemplars, and Xqq¢ is a test example.

Playground

Q:1~3=7
A:-2
Q:3~6="7
A:-3
Q:5~12=7
A:-7
Q:1~1=7
A: -10|



Few-shot Chain of Thoughts

* Instead of (X1, V1, X2, V2, «) Xk» Vio» Xtest), USE

(X1, 81, Y1, X2, 62, V2 -oos Xpos Lier Vi » Xtest)
* where t; are some thought process for answering the question

xtest

Standard Prompting
Model Input
Q: Roger has 5 tennis balls. He buys 2 more cans of

tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.
Q: The cafeteria had 23 apples. If they used 20 to

make lunch and bought 6 more, how many apples
do they have?

Model Output

. A: The answer is 27. x

Chain-of-Thought Prompting
Model Input

Q: Roger has 5 tennis balls. He buys 2 more cans of

tennis balls. Each can has 3 tennis balls. How many 4 X1

tennis balls does he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls < t1

each is 6 tennis balls. 5 + 6 = 11. The answer is 11.q__

~

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples “
do they have?

Model Output

A: The cafeteria had 23 apples originally. They used
20 to make lunch. So they had 23 - 20 = 3. They
bought 6 more apples, so they have 3 + 6 = 9. The
answer is 9. /

V1

" Xtest

Wei et al.’22 Chain-of-Thought
Prompting Elicits Reasoning in
Large Language Models



/Zero-shot CoT (Let’s think step by step)

(c) Zero-shot (d) Zero-shot-CoT (Ours)

6Ajuggler can juggle 16 balls. Half of the balls are golf bal@ ﬁ): A juggler can juggle 16 balls. Half of the balls are golf ballsﬁ
and half of the golf balls are blue. How many blue golf balls are and half of the golf balls are blue. How many blue golf balls are
there? there?

A: The answer (arabic numerals) is A: Let’s think step by step.

(Output) 8 X (Output) There are 16 balls in total. Half of the balls are golf
balls. That means that there are 8 golf balls. Half of the golf balls

Qre blue. That means that there are 4 blue golf balls. v J

Kojima et al’22, Large Language Models are Zero-Shot Reasoners



Instruct Tuning and RLH

Methods to improve LLMs’ capability of following instructions / aligning LLMs with user
intents

Step 1: collect datasets consists of (x,y) =(instructions/questions, answers) pairs, where
answers are given by human labelers.

* Fine-tune the model on the dataset

Step 2: train a reward model to predict human’s preferences of the answer (using human
labels again)

* r(x,y) € R: human’s preferences on the answer y given question x
Step 3: Use policy gradient to maximize E,,._ ¢, | x)[7(x, ¥)]
* VIEy~f9(.|x)[r(x, V1 = Ey~f9(-|x)[r(x» y) - Vlog f(y[x)]



