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Introduction
Non-fluent learners of a foreign language have difficulty finding reading level-appropriate texts in the language they are learning that they want to read. EnJa solves this problem for English-speaking learners of Japanese by allowing them to easily find texts at their reading level that are similar to a text they enjoy in English.

EnJa provides a basic command-line interface that allows a user to specify their approximate Japanese reading level on a scale from one (advanced) to five (beginner) and the path to a text file containing text that they want to use to find recommendations. EnJa then calculates the Jaccardian similarity between the input text and a corpus of 293 texts that were randomly selected from Aozora Bunko, an open-source database of over 15,500 Japanese-language fiction and non-fiction books (Aozora Bunko). The texts in the corpus were translated using Google Translate's API, and pre-clustered based on their similarity to each other using k-means. The input text is assigned to the cluster that contains the corpus-text that it is most similar to. Finally, a list of the names in the cluster that the input text is assigned to that are at the user’s specified reading level are displayed in order of their similarity to the input text.

While EnJa is designed for English-speaking learners of Japanese, given the right data set, it could be easily adapted to arbitrary language pairs.

Related Work
There are multiple apps and databases aimed at providing reading materials for English-speaking learners of Japanese, such as Satori and NHK Japanese News, which provide annotated Japanese stories and recent news articles (respectively) designed to help English-speaking Japanese learners (Satori)(NHK). Furthermore, reading recommendation systems are common-place in many places such as news aggregators. Cheng and Wong used machine learning to develop an adaptive recommendation system for English-language learners (2021). However, there appears to be very little work in this area. Searching Stanford Libraries for “automated reading recommendation in foreign language” and “reading recommendation in foreign language” and a number of other exploratory searches did not reveal any substantially similar projects besides Cheng and Wong’s. We could not find any projects that base recommendations on similarity to an input text in a language other than the one that reading materials are being presented in.

Dataset and Features
Since we wanted EnJa to be capable of appealing to the broadest spectrum of English-speaking Japanese learners possible, we originally planned to use a sample of the Balanced Corpus of Contemporary Written Japanese (BCCWJ), which was systematically designed to contain the widest diversity of text types possible(Maekawa et al. 2014). However, accessing BCCWJ is very difficult, so we decided to use Aozora Bunko, an online collection of Japanese texts. Since our intended user is someone learning Japanese, we felt that it was important to have easy texts such as children’s books, which Aozora contains, in addition to much of Japanese modern literature.

The Aozora Bunko texts were provided as zipped .txt files that were encoded in shiftJIS. We unzipped them and converted them to UTF-8. To be able to compare Aozora texts to an English input text, we needed to translate them, which we did using Google Cloud's Translate API. Since Google only provides 300 dollars of free Cloud credits, the number of texts that we translated was constrained. Accordingly, our final dataset consists of 293 texts, which were randomly chosen from Aozora Bunko.
Each text had non-alphanumeric characters removed and was converted into a word vector. Then the Jaccardian and cosine similarity between every text was calculated and stored in a file in the form of a matrix (since this was computationally intensive because of the size of the word vectors and the dataset). Finally, PCA was used to compress and visualize the dataset in two dimensions.

Methods
Originally, our intention was to take in an input text and output a list of same-reading-level Japanese texts in the same genre. We considered labeling each text in our dataset using genre labels available on a site such as Goodreads and using a supervised approach to predict the genre of an input text. However, this approach was problematic because it was difficult to find reliable genre labels for some texts in our dataset, and it was not possible to easily label these texts ourselves. Accordingly, we decided to use a different method for determining our genre classifications.

We found a significant amount of literature on automatic genre classification. We planned to use either a combination of logistic regression, k-nearest neighbors, and SVM; a variant of Naïve Bayes; a combination of WordNet, Principal Component Analysis, and AdaBoost; or a deep learning-based approach to classify the genre of both the input text and the texts in our dataset (Panchal, 2021) (Gupta et al. 2019) (Peng et al., 2004). However, as we started tackling this approach, we encountered two problems. First, genre categories are partially language-dependent so there might not be a one-to-one mapping of Japanese text genres to English genres. Second, by using only reading level and genre as the criteria for recommendations, we would not have a way of ranking the recommended texts. While this was unlikely to be problematic considering the small size of our dataset, if our dataset was scaled up significantly, this could lead to an overwhelmingly large number of recommendations. Accordingly, we decided to find a way to rank intra-recommendation texts. Consequently, we decided to compute the word-vector similarity between the input and texts in the dataset.

We hypothesized that due to the wide diversity within genres, books within the same genre might not seem very similar to the input text when read by the user, and that word-vector similarity would be a better proxy for this. However, we also hypothesized that texts would cluster based on their word similarity to each other and that these clusters might provide a set of texts that were close enough to the input text to be interesting to the user. Accordingly, we decided to use an unsupervised approach to cluster the texts in our dataset based on their word-vector similarity to each other.

Past work using text clustering has used k-means and variants of k-means (Jing et al. 2005). Since k-means seems to be a standard method for text clustering and we saw no obvious merits of other, simpler models, we decided to implement it. We experimented with various numbers of centroids, which were all initialized using the scikit library “k-means++” method of optimizing centroid placement after the first one is initialized randomly, based on a probability proportional to the squared distance away from a given point’s nearest existing centroid. We evaluated the performance of varying the number of centroids by seeing how often the input text was assigned to the cluster containing the five texts to which it had the highest similarity. Using the elbow method, we determined that the optimal number of centroids was five (see Figure 1.), and this was consistent with our tests.
Our final clustering is shown in Figure 3.

We pre-labeled each Japanese text in our corpus with a reading level based on how many unique characters it contains. The correspondence between reading level and number of unique characters (based on JLPT reading levels plus 96 hiragana and katakana) is shown in Table 1. (Kanshudo).

<table>
<thead>
<tr>
<th>N5</th>
<th>N4</th>
<th>N3</th>
<th>N2</th>
<th>N1</th>
</tr>
</thead>
<tbody>
<tr>
<td>120 kanji</td>
<td>300 kanji</td>
<td>660 kanji</td>
<td>1140 kanji</td>
<td>2141 kanji</td>
</tr>
</tbody>
</table>

**Experiments, Results, and Discussion**

Our hypothesis about clustering in the dataset seems to be borne out to a certain degree by the increased density of some areas of Figure 2. However, it is difficult to be sure without more data points. We do not have a clear explanation for the crescent shape apparent in this plot. In an effort to understand to what extent our decision to use Jaccardian similarity influenced our results, we ran our analysis using cosine similarity as a point of comparison. The PCA-reduced data plot of cosine similarity for the dataset is shown in Figure 4. It appears that the clustering in Figure 4 is less obvious, although it still seems to be present, especially on the left-hand side of the plot.
Additionally, it seems that Figure 4 may be a transformation of Figure 2, since it could be the same shape ‘smeared’ out horizontally.

We also conducted k-means using cosine similarity (see Figure 5). The choice of five centroids was again determined using the elbow method (see Figure 6).
Qualitatively, it seems that the k-means clusters correspond to the density of data points better in the Jaccardian case. This was borne out by informally testing the frequency with which the text most similar to the input was present in the recommendations (i.e. it was recommended more frequently when Jaccardian similarity was used).

For some input texts, a few of the recommended texts had similarity scores over .25, which is the standard for suspecting plagiarism on turnitin.com, a popular plagiarism checking site(turnitin.com). Whether this implies that the text is qualitatively similar to the input text, however, is not entirely clear, and could only be determined by fully reading each text.

**Conclusion and Future Work**

The fact that clusters are not entirely distinct from each other suggests that a larger dataset would be helpful in understanding what clusters are legitimate and what are noise. A larger dataset would also increase the quality of recommendations. Additionally, the large number of data points that are not clearly associated with a cluster suggests that a probabilistic model such as a Gaussian mixture model might be more appropriate to this dataset. It is not entirely clear to what extent Jaccardian similarity is associated with a qualitative perception of similarity. Accordingly, it might be useful to conduct qualitative research on perceptions of the recommended texts.
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