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Motivation

The autonomous driving technology grows rapidly in recent years. However, the high-risk scenario, where a potential accident is likely to happen, could not be tackled well, since the action need to be changed correspondingly with other drivers. Hence, the agent may need to change actions significantly to stay safe.

In this project, we first take the approach of implementing deep imitation learning (RL) [3] to obtain the driver agent model using data generated by predefined dominant control law. Then, Reinforcement Learning (RL) [4] is applied to find the policy in high risk scenarios via switching control model considering both efficiency and safety.

The result shows that the reinforcement learning achieves a good balance in choosing modes, and the more driving modes, the better RL result will be in terms of efficiency.

Data

The dataset we used for the low-level RL training is obtained from the CARL simulation for two different driving scenarios [1]. For the first cross traffic scenario as shown in Figure 1, we collect the expert demonstrations from three different driving modes (timid, aggressive, normal) in simulation. The control policies for the ego car in different driving modes are pre-defined based on time to collision (TTC), time to entering intersection of both ego and adv cars according to [2]. The dataset contains observations (including location of the ego vehicle, velocity of the ego vehicle, location of other vehicle with noise and velocity of other vehicle with noise), action (throttle) from the control policies and one indicator which indicates the specific driving mode. The control policies for scenario 2 are defined similarly as in scenario 1. Except for TTC, we predict a collision point based on adv car’s heading, location and velocity.

The vehicle is assumed to be a point mass in the simulation. Roughly 85% data is used for training examples and 10% data is used for validation examples and 5% data is used for test examples for training procedure.

Method

The main idea is firstly trying to learn different driving mode using Conditional Imitation Learning (CoIL) from the dataset described before. CoIL takes the approach that all observations are fed into the first layer, while the outputs of the first layer are fed into different branches according to user-defined goals, which is shown in figure 5 (6). We defined these main driving modes according to [2], timid mode, normal mode and aggressive mode. These three modes are defined by evaluating the driving risk which is based on time for the following car to reach the preceding car and predicted time to collision. The timid driving mode has low driving risk and it tends to keep low velocity and large gap with other car. The aggressive driving mode has high driving risk and tends to keep high velocity and small gap with other cars. The normal driving mode behaves neutrally between these two modes.

Then the high-level agent which gives the commands to switch the different low-level agent obtained from CoIL before is trained using Proximal Policy Optimization (PPO) RL algorithm [5]. PPO alternate between sampling data through interaction with the environment and optimizing a novel objective function. The novel objective achieves a way to do a Trust Region update which is compatible with Stochastic Gradient Descent and simplifies the algorithm by removing the KL penalty and need to make adaptive updates. The environment used to train RL is CARL for different scenarios.

Results and Discussion

The results of scenario 1 are shown in Figure 3. A random policy is included for later comparison with results from Reinforcement Learning. The collision rate and completion time of random policy are the middle of three hard code policies. Results of RL-2 mode and RL-3 mode shows that the reinforcement learning achieves a good balance in choosing mode. Both RL results have a lower completion time and lower collision rate than the random one. The collision rate of RL policy is almost as low as timid, while the completion time of RL policy is much lower than the timid one. Also, compared to RL-2 mode, RL-3 mode has a lower completion time but a higher collision rate.

For wrong direction scenario, we only train RL policy in two driving modes. The completion time of RL-2 mode is about the same as the random policy, but the collision rate of RL-2 mode is much lower than random one (from 0.11 to 0.24).

From Figure 3, the overall trend of the collision rate is on the opposite direction of completion time. The results of CoIL is close enough to the original policy, which shows that the low-level driving mode is well trained. For RL, both RL policy (2 modes and 3 modes) achieve good result compared to random policy (lower collision rate and faster completion time). This shows that RL policies can choose different driving modes depending on different observations balancing both efficiency and safety. In addition, from the results of training RL from 2 driving mode and 3 driving mode, it is interesting to find that RL-3 mode has a faster completion time and a bit higher collision rate.

Conclusions

In summary, we can draw a conclusion that - first using conditional imitation learning to learn driving model from expert, then training a high-level policy using reinforcement learning does a great job in two high-risk scenarios. Although the scenarios shown in this project are rather simple and there are some assumptions in the simulation, this does shed light on the application of CoIL-RL in more complicated scenario where the motion planning of the vehicle is challenging due to the environment.

Future Work

There are some work remain to be done. First, more high-risk scenarios including Halting car, Merge, Unprotected Turn can be used to evaluate the performance of different driving modes and switching techniques. Second the simulation can be done in CARL to make the physical model is more realistic. Finally, the expert data can be obtained from real drivers instead of hard coded policy.
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