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Abstract
Over 700,000 patients die a year due to antibiotic resistant infections. Antibiotic resistance is a growing public health concern. It is estimated that up to 50% of antibiotic use in medical settings is either inappropriate or sub-optimal (CDC). We target a specific inpatient clinical workflow involving antibiotic distribution, and design machine learning classifiers to intervene at various instances. We build classifiers to predict microcultures labs that will not grow bacteria (a proxy for predicting lack of infection) and classifiers that predict bug susceptibility to an array of antibiotics. Our classifiers achieve an AUROC of 0.67 and 0.70 when predicting no growth blood and urine cultures respectively. Our susceptibility classifiers contain operating regions that allow de-escalation to targeted antibiotics in cases where de-escalation would not occur using current state of the art tools.

1. Introduction
Antibiotic resistance is one of the most serious public health concerns, and threatens to return us to an age where infections were the leading cause of death in the United States. Antibiotics grant enormous utility, but when used improperly enable bacteria to develop immunity. In an effort to combat this issue, the Joint Commission has developed antimicrobial stewardship standards that hospitals around the country are expected to follow. These standards establish clinical workflows designed to optimize antibiotic treatment. When a patient presents with infection like symptoms, microcultures are ordered. Within a week, results of these cultures are returned, detailing the organism causing the infection (if one exists) and a set of antibiotics to which it is susceptible. In the meantime, empiric antibiotics (usually broad-spectrum) are administered to the patient to maximize the likelihood that they positively respond. Once results are returned, physicians transition their patients to a more targeted antibiotic therapy. A graphical illustration of this workflow is depicted in Figure 1. Some institutions augment this workflow with the use of antibiograms - tables depicting drug/bug susceptibility patterns using local hospital data (Hindler & Stelling, 2007). In some cases, using this tool allows clinicians to de-escalate their patients to less broad-spectrum drugs as soon as the infecting agent is known. Most of the time, de-escalation occurs only after susceptibility results are returned. An example antibiogram is shown in Figure 2. During empiric treatment, patients are exposed to broad-spectrum drugs that 1) contribute to the growing problem of antibiotic resistance and 2) often cause serious side effects (Giuliano et al., 2016). We experiment with predictive models designed to intervene at several instances of this workflow in an attempt to maximize patient safety and minimize wasteful antibiotic use.

2. Related Work
Several studies have looked at inefficiencies of empiric antibiotic treatment in hospital settings. These studies break down into roughly three categories: inference studies, ML studies, and ML + policy studies. On the inference side, (Anstey et al., 2018) compute likelihood ratios of infection given various predictors and find significant associations with transient hypotension and central line presence. On the ML side, (Hernandez et al., 2017) fit a series of classifiers (Naive Bayes, Decision Tree, Random Forest, and Support Vector Machine) to microculture data to predict the presence of infection. They limit their analysis to six predictors: alanine aminotransferase, alkaline phosphatase, bilirubin, creatinine, C-Reactive protein and white blood cell count, and achieve an AUROC of 0.8. Another group looks specifically at predicting the presence of urinary tract infection from urine cultures taken by primary care doctors in Denmark (Ribers & Ullrich, 2019). They fit a Random Forest classifier and use a variety of different features including prior lab tests and values, medications and comorbidities to aid their predictions. The authors work with a dataset containing 95,594 urine samples and achieve an overall AUROC of 0.73 when predicting bacterial growth on out of bag samples. The authors take a step further and use the predicted probabilities that their machine learning classifier generates to implement an antibiotic prescribing policy. They compare the policy to the prescribing patterns of physicians. The TREAT decision support system uses a causal probabilistic network to estimate the probability of infection, its severity, source, pathogen distribution, and antibiotic coverage (Paul et al., 2006). A prospective cohort study testing...
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Figure 1. Graphic illustration of microculture workflow in an inpatient setting. On Day 1 a patient shows up to the hospital with signs of infection. Their physician prescribes empiric antibiotics (broad-spectrum) to maximize the likelihood the patient responds. At the same time, a microculture is ordered. At Day 3 microculture results come back detailing the infecting agent if one exists. At Day 5 susceptibility results come back detailing an array of antibiotics for which the bacteria is susceptible to, and the patient is de-escalated to directed therapy.

this technology on 1203 patients revealed an increased rate of appropriate empiric antibiotic prescriptions compared to physicians (70% vs 57%) while using less broad-spectrum antibiotics. Antibiotic resistance patterns are non-stationary, and new analysis and support systems are needed to leverage patient data to optimize antimicrobial treatment pathways.

3. Dataset and Features

We fit predictive models using data from STRIDEs (Stanford Translational Research Integrated Database Environment) inpatient clinical data warehouse which contains de-identified patient EMRs (electronic medical records) that span between 2008-2017. Our dataset contains 115k unique patient records, and 200k unique encounters. Patient information stored in EMRs include patient demographics, comorbidities, lab orders and results, vital signs, medications, and treatment teams. Of particular interest in this study is STRIDE’s microculture table, which includes microculture orders, results, and bacteria susceptibility testing information on over 80,000 blood and 30,000 urine cultures respectively.

4. Methods

We implement predictive models to intervene at both day 1 - the point at which microcultures are ordered, and day 3 - the point at which the identity of the infecting agent is observed. For our first level of analysis, we train binary classifiers to predict whether or not bacteria will grow at all. We do this for two types of microcultures - blood cultures and urine cultures. Our dataset includes 80k blood cultures of which 95% come back negative, and 30k urine cultures of which 75% come back negative. Clinically, the ability to predict negative cultures with high confidence is interesting because it suggests that a machine learning tool could help prevent needless antibiotic treatment. Our positive labels are thus negative cultures. Our second level of analysis predicts bacteria susceptibility to a set of antibiotics - independent of the type of infecting agent. Our last set of classifiers predict susceptibility to a set of antibiotics given the bacteria type. We contrast the utility of these classifiers with antibiograms - the current state of the art tool informing clinician antibiotic prescription decisions.

4.1. Feature Engineering

We use patient medical information stored in EMRs to make predictions. We leverage patient demographics, comorbidities, prior lab tests (including prior microcultures and bug susceptibility screenings), vital signs (including heart beat and blood pressure), medication use (including prior antibiotic prescriptions) and treatment teams. Categorical variables (comorbidities, treatment teams, and lab orders) are treated as counts over varying time windows in a patient history. Each categorical features is represented as counts over the past (1, 2, 4, 7, 14, 30, 90, 180, 365, 730, 1460) patient days. We also include the total number of occurrences over the patient’s entire medical history - and the time in days since the last occurrence. For features that contain numerical values (heart beat, blood pressure, white blood cell count), we compute summary statistics over the past 14 day window. These summary statistics include the minimum, maximum, median, mean, standard deviation, first, last, and slope over the window. Missing values are imputed by taking the mean over columns using our training set.

4.2. Feature & Model Selection

Our resulting design matrix above is sparse and contains many columns with redundant information. We utilize a recursive feature selection algorithm in an attempt to reduce

Figure 2. Antibiogram constructed from Stanford Hospital data. Rows are bugs, columns are drugs. Each value indicates the percent of time a particular bug was susceptible to a drug. Clinicians use these tables to inform their antibiotic prescription decisions. Use of an antibiogram sometimes allows clinicians to de-escalate patients to more targeted therapy at Day 3 - when the name of the infecting agent is known. Often the drop in percent effectiveness from a broad spectrum drug to something more targeted is too much to risk.
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5. Experiments & Results

5.1. Predicting No Growth Cultures

Our first set of analysis involves predicting whether or not bacteria will grow at all in microcultures ordered at Stanford Hospital. We look at two types of microcultures, blood cultures ($N=80,000$) and urine cultures ($N=30,000$). 96% of all blood cultures at Stanford come back negative, 75% of all urine cultures are negative. Our L1 Logistic Regression achieved an AUROC of 0.64 and 0.65 predicting no growth blood and urine cultures respectively. The Random Forest model achieved an AUROC of 0.66 and 0.70. We show an ROC and precision recall curve for the Random Forest model in Figure 4.

5.2. Predicting Bug Susceptibility

We next predict bug susceptibility to an array of commonly prescribed antibiotics, given that bacteria has grown in the extracted culture. Our positive labels are cultures that grew bacteria susceptible to the antibiotic in question. Negative labels are cultures that grew bacteria not susceptible to the antibiotic. Because we rely on the prior of bacterial growth, these classifiers are currently designed to intervene at Day 3 of the workflow. It is worth noting however that we only use data up until the point at which the microculture is ordered - and we do not make use of the name of the infecting agent when making our predictions. To instead intervene at order time (Day 1), we could more carefully design our test set such that both positive and negative growth cultures are appropriately represented. Here we train a Random Forest classifier for 16 binary prediction tasks, corresponding to 16 different antibiotics. In Table 1 we show the AUROC, AUPRC, and baseline prevalence for the top and bottom performers. Our top two performers (Vancomycin and Zosyn) motivate a path forward we illustrate in our discussion.

5.3. Personalized Antiibiograms

Our last analysis focuses on classifiers specifically designed to intervene at Day 3 - the point at which the infecting agent is returned. Here we use data up until the point the results of the culture are returned, including the name of the infecting agent, to predict a set of antibiotics for which...
Figure 4. ROC and precision recall curves for our Random Forest Model predicting no growth blood and urine cultures. Our model achieves an AUROC of 0.66 and 0.70 on blood and urine cultures respectively. They achieve an AUPRC of 0.98 and 0.88 respectively. In both precision recall curves, we box an operating region where our classifiers can predict no growth with > 95% confidence. While a no growth culture does not completely imply no infection, it is fair to assume that a large portion of these patients are receiving inappropriate antibiotics.

Table 1. AUROC, AUPRC and baseline positive class prevalence for best and worst classifiers predicting bug susceptibility.

<table>
<thead>
<tr>
<th>DRUG</th>
<th>AUROC</th>
<th>AUPRC</th>
<th>PREVALENCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>VANCOMYCIN</td>
<td>0.86</td>
<td>0.96</td>
<td>0.92</td>
</tr>
<tr>
<td>ZOSYN</td>
<td>0.70</td>
<td>0.96</td>
<td>0.93</td>
</tr>
<tr>
<td>DAPTOMYCIN</td>
<td>0.67</td>
<td>0.97</td>
<td>0.95</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>AMP/SULBACTAM</td>
<td>0.55</td>
<td>0.61</td>
<td>0.56</td>
</tr>
<tr>
<td>CEFTRIAXONE</td>
<td>0.50</td>
<td>0.88</td>
<td>0.87</td>
</tr>
<tr>
<td>OXACILLIN</td>
<td>0.49</td>
<td>0.71</td>
<td>0.71</td>
</tr>
</tbody>
</table>

Table 2. Antibiogram depicting E. Coli susceptibility to a set of antibiotics in a common de-escalation pathway.

<table>
<thead>
<tr>
<th>DRUG</th>
<th>SUSCEPTIBILITY</th>
<th># ISOLATES</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEROPENEM</td>
<td>0.99</td>
<td>1560</td>
</tr>
<tr>
<td>Pip/Tazo</td>
<td>0.92</td>
<td>3129</td>
</tr>
<tr>
<td>CEFTRIAXONE</td>
<td>0.76</td>
<td>883</td>
</tr>
<tr>
<td>CEFAZOLIN</td>
<td>0.75</td>
<td>3632</td>
</tr>
</tbody>
</table>

6. Discussion & Future Work

6.1. Predicting No Growth Cultures

As seen from Figure 3 we are able to predict no growth microcultures with reasonable performance. We highlight on operating region for both blood and urine culture classifiers where we are able to predict no growth with > 95% certainty. Although a no growth blood or urine culture is not entirely indicative of the fact that a patient is not infected (infection may not be in the blood stream, or may not be a urinary tract infection), it is highly likely that a large portion of the patients depicted in this operating region are receiving antibiotics without actually being infected. A path forward would be to generate more sophisticated class labels to further separate infected from not infected, and get a true number of how many times the misuse of antibiotics on non-infected patients could have been prevented.

6.2. Predicting Bug Susceptibility

Our second set of classifiers had high variance in predictive performance. We were able to predict bug susceptibility to Vancomycin, Zosyn, and Daptomycin with fairly high
Figure 5. Precision recall curves showing how well we can predict E. Coli susceptibility to Piperacillin/Tazobactam, Ceftriaxone, and Cefazolin using EMR data. These classifiers allow us to make patient level predictions. Baseline positive class prevalence is shown with the dotted black line. Dotted colored lines indicate baseline prevalence of the more broad-spectrum drug immediately to the left of the drug in question. We box operating regions in these precision recall curves where the classifiers would allow clinicians to de-escalate to a less broad-spectrum drug in cases where an antibiogram alone would not.

performance - refer to Table 1 for values. Other drugs (Ampicillin/Sulbactam, Ceftriaxone, and Oxacillin) we did essentially no better than random chance. Our top classifiers (Vancomycin and Zosyn) are interesting because these two drugs are often prescribed together as an empiric regimen. Zosyn is a broad-spectrum drug adept at killing gram negative bacteria (bacteria with an outer cell wall). Zosyn does not cover MRSA (Methicillin Resistant Staph Aureus). Vancomycin does. 85% of the time Vancomycin and Zosyn are prescribed together, MRSA is not the infecting agent and Zosyn alone would have sufficed. This is worrisome not just because it needlessly contributes to antibiotic resistance, but also because Vancomycin and Zosyn taken together is associated with acute kidney disease (Giuliano et al., 2016). An interesting path forward would be to train a classifier to predict the absence of MRSA, and attempt to find an operating region where certain patients could safely be de-escalated from Vancomycin + Zosyn to Zosyn.

6.3. Personalized Antibiogram

Our last set of classifiers (operating at Day 3) allow clinicians to safely de-escalate to less broad-spectrum drugs where antibiograms alone could not. This is illustrated in Figure 3. As an example, the drop in percent of E.Coli susceptible to piperacillin/tazobactam vs. ceftriaxone (data available with an antibiogram) is quite large - 92% to 76%. In most cases a clinician will not be willing to take the added risk and de-escalate their patient infected with E.Coli to ceftriaxone. By leveraging a classifier trained on EMR data, we are able to find an operating region where patients infected with E.Coli are just as likely to be susceptible to ceftriaxone as they are piperacillin/tazobactam given the antibiogram data - 92%. In these cases, a clinician would be willing to de-escalate their patient to ceftriaxone - the more targeted therapy.

7. Conclusions

Antibiotic resistance is a growing public health concern and is only accelerated by systemic misuse of antibiotics in medical settings. We target a specific clinical workflow and build various machine learning classifiers designed to intervene at particular instances. We demonstrate an ability to predict no growth cultures at order time, and an ability to leverage ML to de-escalate patients to more targeted therapy in cases where this could not be done with the current state of the art. Machine learning shows promise in its ability to help physicians optimize antibiotic prescriptions.
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