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ABSTRACT

This paper presents two main architectures for the general task of sentence similarity, which aim at tackling different settings of the following problem. Given two sentences, we wish to know whether they fall into the same labelled category—whether they’re about the same thing, written by the same person, or have the same style or meaning. In setting 1, we say we can enumerate all the possible “categories” that a sentence may take on. This may be applicable in the context of intent recognition for a chat-bot, where only a limited number of options are available. In setting 2, we cannot enumerate all labels, and only know when two sentences have the same label; this is strictly harder than setting 1, and applicable to one-shot learning, where we may have only a few labels of one category. We present architectures for both of these settings, based off recent research in word embeddings, LSTMs, and Siamese models; it’s useful to present these two settings together like this, since our model for setting 2 is simply a modification/generalisation of our model for setting 1. We also compare the results of these models, and present analysis as to why setting 2 is so much harder than the setting 1.

1 Introduction

Sentence similarity is an increasingly important task in the field of natural language processing. The problem of calculating the semantic similarity between sentences has broad applications, from text categorisation, to chat-bot implementations, to information retrieval. For this project, we chose to model sentence similarity using wine reviews, largely due to the accessibility of a large, high-quality dataset of textual wine reviews on Kaggle—though we focus more on the overall task of sentence similarity than the specific dataset used here. The task is as follows:

Given two textual sentences, which are categorically labelled, return a prediction of whether the two sentences fall into the same category.

For example, we may wish to tell whether two sentences have the same meaning, or are talking about the same object. We note that there are (at least) two settings of this problem: in setting 1, we can enumerate all possible labels that a sentences may take on (such as the user intentions in a chat-bot) and have training data associated with all these labels; in setting 2, we cannot enumerate all labels (such as general sentence meaning), and may have few or no sentences within some category. Setting 1 is closer to a traditional classification task, whereas the second falls under one-shot learning. We’ll consider both settings of the task for this specific problem:

Given two wine reviews, we return a prediction of whether the wines being reviewed have the same “type” or “category.” Examples of type in our dataset include “Pinot Noir,” “Rose,” and “Cabernet Sauvignon.”

In this specific context, we see that calculating semantic similarity could play an important role in making recommendations for customers, based off their personalised preferences. The wine industry is a multi-billion-dollar industry, and every wine-store can provide recommendations, usually based off an in-person verbal or textual description. We might hope to automate and improve that personalised recommendation process—(and even provide it online)—by comparing a verbal description of what a customer wants, to real reviews and descriptions given by other customers who’ve tried the wine. In this way, we can find the
closest wine to what they want, and significantly improve the online shopping experience. This idea can be applied to any luxury online shopping business.

More generally, however, we hope that the architectures we use to solve this specific problem can be generalised to help solve the “sentence similarity” problem overall, and try to be as data-agnostic as possible.

2 Related Work

The general problem of text classification is increasingly being handled through a combination of word embeddings to process words; LSTMs to process sentences; and deep neural networks for classification, often with convolution and attention mechanisms. Word embeddings are essentially metric embeddings of words within a vector space, and the most popular embeddings are word2vec [1] and GloVe [2]. LSTMs are recurrent neural networks, that were introduced in 1997 by Hochreiter and Schmidhuber [3], and can handle memory over longer sequences (like sentences), effectively dealing with the “vanishing gradients” problem. Attention mechanisms have also been increasingly popular [4], with the intuition that they allow focus to be directed on certain hidden states of an LSTM, rather than just relying on the last.

An archetypal example of word2vec/LSTMs/CNNs is Zhou et al [5], which uses a combination of all three to classify textual data. We use all of these in our model for setting 1.

It has been unclear until recently whether these concepts can be applied successfully to setting 2 of the sentence similarity problem, however. Excellent progress towards this was made in one recent paper by Mueller [6] which we use extensively in our final implementation. It uses a Siamese LSTM—with two branches trained on the same model. We build this architecture, and a modification of it based largely on Chi et al [7].

This is not the only modern approach to the problem: Yang et al [8] present a largely unsupervised approach to the problem of identifying conversational input-response pairs, using deep averaging networks to encode sentences and responses into fixed-length vectors \( u \) and \( v \), then take the dot-product to calculate a score.

3 Dataset and Features

We used the Wine Reviews dataset from Kaggle [9], which consists of over 130,000 reviews. We limited our project to the 50 most common wine varieties, which gives approximately 99,000 reviews. We also cleaned the data, removing duplicates, and those with invalid reviews.

We split off 20% of the data into a separate test set for both parts of the project. For the Siamese model, on both the training and test sets, we randomly sampled (with replacement) pairs of wine reviews—200,000 pairs for training and 100,000 pairs for testing.

After pre-processing, we converted every word into the dataset into a “word embeddings.” We tested several different approaches to this, with notable differences:

1. 300-dimensional word2vec embeddings pre-trained on a large textual corpus, [1]
2. 300-dimensional GloVe embeddings pre-trained on a large textual corpus, [2]
3. 100 to 300-dimensional word2vec embeddings trained on our data with a continuous bag of words model.

We present a brief description of how word2vec embeddings are produced: we train a shallow neural net with one layer, to predict a word from its surrounding context. For a vocabulary size \( V \), we use \( V \)-dimensional one-hot embeddings to represent the words. From training the neural network shown in Figure 1—we where we essentially get the intermediate vector by averaging the vectors in the context—we get a matrix \( W \in \mathbb{R}^{V \times N} \), such that the \( i \)-th row of \( W \) corresponds to a vector embedding representing the \( i \)-th word in the one-hot embedding. By nature of the neural network training, words with similar contexts have vectors closer to each other, making \( W \) a metric embedding based off similarity.

![Figure 1: Training word2vec with a continuous bag of words model, and a context-size of 5](image)

4 Methods and Experiments

4.1 Setting 1:

For setting 1, we can enumerate all categories, so we build a predictor over categories, and return that a pair is the same if the predicted category is the same. To do this, we train the neural network architecture in Figure 2. We now describe each layer of this.

4.1.1 Embedding Layer

This layer simply converts each word in a sentence into a vector, using precisely the matrix \( W \) described above.
We may also apply an activation function (we used ReLU).

This is simply choosing the largest value from every con-

Pooling:
This is equivalent to sliding a “summing window” over the
input vector to produce a new output vector, to decrease the
dimension and improve generalization. We used 1D
convolution with \( m = 5 \) and output dimension of 128.

Convolution: A convolution on input vector \( v \), with a
kernel \( k \) of size \( m \) is given by
\[
(v * k)(i) = \sum_{j=1}^{m} k_{m-j+m/2} \cdot v_{i-j+m/2}.
\]

We may also apply an activation function (we used ReLU). This is equivalent to sliding a “summing window” over the
input vector during training, forcing other neurons to generalize
without having that neuron present. It is mathematically fairly
easy to show this is equivalent to regularization, with some
assumptions. We used a drop–out factor of 0.2.

Dropout: This involves randomly dropping out neurons
 during training, forcing other neurons to generalize with-

4.1.3 LSTM
LSTM is a recurrent network with a memory cell, and a
hidden state. It sequentially updates the hidden state, based
on the memory cell and the value of the previous hidden
state. Intuitively, this has the effect of “reading” a sentence
one word at a time, also taking into account the results of
previous readings and memory. The memory cell contains
a memory state \( c \), an output gate \( o \), as well as an input gate
\( i \) and a forget gate \( f \). The updates are parameterised by
eight weight matrices associated with these (four \( W \), and
four \( U \)) as well as biases. These are as follows:

1. \( i_t = \text{sigmoid}(W_i x_t + U_i h_{t-1} + b_i) \)
2. \( f_t = \text{sigmoid}(W_f x_t + U_f h_{t-1} + b_f) \)
3. \( \tilde{c}_t = \tanh(W_c x_t + U_c h_{t-1} + b_c) \)
4. \( c_t = i_t \odot \tilde{c}_t + f_t \odot c_{t-1} \)
5. \( o_t = \text{sigmoid}(W_o x_t + U_o h_{t-1} + b_o) \)
6. \( h_t = o_t \odot \tanh(c_t) \)

This gives a recurrent neural network with an excellent
long-term memory, excellent for modelling sequential data
like sentences. We varied the number of hidden units in our
LSTM, but ended up using 132. We also add a dropout and
recurrent dropout of 0.2 to improve generalization \([10]\).

4.1.4 Dense
This is exactly the fully-connected neural networks de-
scribed in lecture. We use softmax to output a probability
for each category.

4.1.5 Prediction of pair similarity
The model in Figure 2 \([11, 12]\) is fairly successful at categorizing individual
sentences into categories. We can either take the dot product
\( u^T v \) of two output vectors \( u, v \) to get the probability of
these vectors being the same category, or take the most
likely category prediction, and return that pair is the similar
if the most likely categories are the same. In practice, this
had negligible effect on our accuracy, so we chose to use
the simpler latter approach. (This has the benefit of mak-
ing the multi-class classification accuracy of the model in
Figure 2 very close to the F1 score over all possible pairs
in the test data, so it makes intuitive comparison of the
models easier.)

4.2 Alternate Models/Baselines

We train two simple baselines using the feature vectors,
by simply averaging the vector embeddings for each word
in a sentence to get a sentence vector (the "bag of words"
model), and then training SVM/logistic regression models
on these vectors. These were studied in the class, so we
exclude the equations.

4.3 Setting 2:
Having built the neural network above, we hope to general-
ize it to the case of setting 2, where we cannot enumerate
the categories and must simply pairs. We do this using a
Siamese LSTM model best documented by Mueller \([6]\).
We notice that the first three layers of Figure 2 provide a
“branches” with the same weights, mak-

Figure 2: Recurrent network architecture for setting 1, to classify reviews by category
Figure 3: Recurrent network architecture for setting 1, to classify reviews by category

We then add an attention and dense layer for prediction, as shown in Figure 3.

### 4.3.1 Attention Layer

In updating the LSTM’s hidden state $h_t$, we get representations of the hidden state at each time-step. In the previous model, we use only the last output $h_T$, but we can instead use all of them. Based off Yang et al.’s work [13], we introduce a “context vector” $u_w$, which is representative of what is an “informative word.” The attention layer takes all of the hidden states associated with the LSTM layer, then scores it against $u_w$, normalizing with a softmax. It then sums over to get a sentence vector $s$:

1. $u_t = \tanh (W_u h_t + b_u)$
2. $\alpha_t = \frac{\exp (u_t u_w)}{\sum_s \exp (u_s u_w)}$
3. $s = \sum_t \alpha_t h_t$

Other than the attention layer, we chose similar hyper-parameters for the various layers to the previous model.

### 4.3.2 Alternate Manhattan Distance Model

We also build a more simple model using the Manhattan distance between the output of the LSTM layers to classify whether the pairs are the same. This is similar to the original model presented by Mueller, and identical to the model in [1] but with the last two layers changed to the Manhattan distance [9].

### 5 Results and Discussion

We trained the neural models for 20-50 epochs, stopping early when possible, and all other models until convergence. We then tested the resulting models on a separate test set. We summarize our results in two tables, both showing the F1 scores of the various models at classifying whether pairs are the same. (The accuracy is always above 95%, due to there being more pairs that are different than the same, so the F1 score is more useful.) The F1 score is the harmonic mean of the precision and recall:

$$F_1 = 2 \cdot \frac{\text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}}$$

We note that the baseline F1 score is around 10% from predicting randomly, for our particular dataset.

Table 1 also contains the label ranking average precision score for the label classifier used in setting 1—(i.e. how accurately we classify elements before we even consider pairs)—since this metric is useful in understanding how the model works.

We note that the results for setting 1 are significantly better than those for setting 2. This is to be expected, since we claim setting 2 is much harder than setting 1, and we have strictly less information. There were a number of other more practical reasons for this, however. First and foremost was the very high training times for the model in Figure 3. This is partly because this model had many more parameters to train, but the loss also decreased at a much slower rate per epoch than it did for the model in [2], suggesting this problem is generally harder to fit. With our comparatively low compute power, and trying to standardise the epochs across the two settings, it proved fairly hard to train models for Setting 2 to a reasonable extent, given the time constraints. As Table 2 shows, they do not fully fit the training data—(by comparison, we were able to significantly over-fit the training data with neural networks in setting 1 with more training, with near 100% training accuracy in some cases.)

Moreover, there were significantly more hyper-parameters to choose from for the second model. Doing a grid search over these parameters would have taken an implausible amount of time, given the extreme training times. This was more plausible for setting 1, which we implemented
Table 1: F1 scores of models on the test data for setting 1. All classify sentences with a label, then compares labels for pairs.

<table>
<thead>
<tr>
<th>Model</th>
<th>Logistic Regression (Bag of Words)</th>
<th>SVM (Bag of Words)</th>
<th>LSTM Conv. NN</th>
</tr>
</thead>
<tbody>
<tr>
<td>GLoVe (pre-trained)</td>
<td>LRAP of single classification 55.2%</td>
<td>49.8%</td>
<td>75.0%</td>
</tr>
<tr>
<td></td>
<td>F1 Score of pair classification 39.0%</td>
<td>29.4%</td>
<td>66.4%</td>
</tr>
<tr>
<td>Word2Vec (trained on data)</td>
<td>LRAP of single classification 65.8%</td>
<td>64.0%</td>
<td>79.6%</td>
</tr>
<tr>
<td></td>
<td>F1 Score of pair classification 50.0%</td>
<td>47.2%</td>
<td>70.0%</td>
</tr>
</tbody>
</table>

Table 2: F1 scores of models for setting 2. These models all directly take in two pairs, and return a binary prediction.

<table>
<thead>
<tr>
<th>Model</th>
<th>Manhattan Distance</th>
<th>Neural Net Without Convolution</th>
<th>Neural Net With Convolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>GLoVe</td>
<td>Train –</td>
<td>–</td>
<td>65.0%</td>
</tr>
<tr>
<td></td>
<td>Test –</td>
<td>–</td>
<td>26.6%</td>
</tr>
<tr>
<td>Word2Vec</td>
<td>Train 40.1%</td>
<td>75.1%</td>
<td>68.8%</td>
</tr>
<tr>
<td></td>
<td>Test 23.2%</td>
<td>26.7%</td>
<td>30.8%</td>
</tr>
</tbody>
</table>

first. We are therefore unsure if our hyperparameters were chosen effectively.

There are more fundamental reasons for the differences in difficulty between these two tasks, however. First is the fact that pairwise training, as required if we only have pairwise comparison data, is far less efficient than training on individual data, even if we sample more pairs than we had single elements. Training on every possible pair would take a factor of $O(n)$ more time than it takes to train the network in Figure 2 on every single element of training data.

Secondly, the “discrete nature” of the sentence categories in models for Setting 1 seems to simplify learning good sentence representation. The sentence vectors produced by the LSTM layer of these models have higher dimension than the number of categories, so learning a good representation of the 50 categories is comparatively not as difficult. By comparison, the other model has to learn good sentence representation without any information about this “intrinsic lower dimensionality” behind the data. We attempted to test this empirically by taking the best models for setting 1 and setting 2 (with some modification to make them more comparable), and measuring the L2 distances between a small sample of the sentence vectors produced by the LSTM layers. After normalizing these vectors to have the same average distance between vectors (of size 1) across the models, we found that the average distance between vectors in different categories was slightly lower in the setting 2 model. This analysis (which we are aware is very unrigorous) likely indicates the LSTM layer for the setting 1 model is learning the underlying “discrete categorical” nature of the sentence space far better than the setting 2 model.

6 Future Work

There are a few obvious improvements to make: we’d try more hyperparameters for Setting 2, as well as a wider variety of different attention layer models. We’d also train these models for a lot longer, on GPUs, since we were unable to significantly overfit the training data.

More subtly, having noticed that the “discretization” of the training data is very useful to the Setting 1 model, we also believe that a model for Setting 2 that attempts to estimate to “discretize” the training data may have better results. First, we’d use unsupervised learning techniques to cluster the sentences, based off the pairwise comparisons we have in the data. We’d then use these clusters to assign discrete categories to each sentence in the training data. We could then train a Setting 1 model on the training data with these new labels. This would effectively convert the problem from Setting 2 to Setting 1, which with some iteration, may give reasonable results.

Lastly, we’d like to move away from wine reviews as a model of sentence similarity; we realize that reviews about the same wine are frequently not similar sentences. There
are many other available datasets that may be better for this task, including several released by the Stanford NLP group.

7 Code

The project code can be found at [https://github.com/tatianawu/cs229-project](https://github.com/tatianawu/cs229-project).

8 Contributions

We collaborated on all parts of the project. Tom wrote most of the code for setting 1 and Tatiana wrote most of the code for setting 2.
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