DISEASE is a simulated SIR disease spreading model, where the airport belongs to the population of the country. Routes, and node labels are edges representing the airline network. AIRPORT is a dataset where nodes represent airports, edges are citations between them, and node labels are academic areas.

Objective
- Extending Graph Convolutional Networks (GCNs) to mixed-product space
- Benchmarking performances to provide heuristics on choosing the best mixture space

Dataset
We used four open datasets for this project.
CORA and PUBMED describe citation network where nodes represent scientific papers, edges are citations between them, and node labels are academic areas.
AIRPORT is a flight network dataset where nodes represent airports, edges represent the airline routes, and node labels are population of the country where the airport belongs.
DISEASE is a simulated SIR disease spreading model, where the label of a node is whether the node was infected or not.

Motivation
Non-Euclidean spaces have gained popularity due to their ability to better capture the topology of data. Embeddings in a product space further improve data representations quality by providing heterogeneous curvature suitable for a wide variety of structures.

Methodology

Mixed-Product Space
We are primarily interested in using the following three spaces in creating mixed-product spaces.

- Sphere \( g^k \)
- Euclidean \( g^2 \)
- Hyperbolic \( g^2 \)

Graph Convolutional Networks (GCNs)

1. Input: Node features and adjacency matrix of graphs
2. Encoder: Euclidean node features projected to the product space
3. Hidden Layers:
   \[ h_i^{(p)} = (W_i^{(p)} \otimes x_i^{(p)}) \otimes \theta \]
   \[ y_i^{(p)} = AGG(h_i^{(p)}) = \exp_{\mathbb{H}}(\sum_{j \in N(i)} g_{ij}(h_j^{(p)})) \]
   \[ z_i^{(p)} = \sigma^p(y_i^{(p)}) = \exp(\sigma(\log(z_i^{(p)}))) \]
4. Decoder & Output:
   - Linkage Prediction (LP)
     - Use Fermi-Dirac decoder to compute probabilities for linkages
     - Minimize loss using cross-entropy with negative sampling
   - Node Classification (NC)
     - Project the output from product space into Euclidean space
     - Conduct multinomial logistic regression

Performance & Discussion

Table 1: Linkage Prediction (LP) ROC - AUC

<table>
<thead>
<tr>
<th>Dimension</th>
<th>DISEASE</th>
<th>CORA</th>
<th>PUBMED</th>
<th>AIRPORT</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.9704</td>
<td>0.8820</td>
<td>0.8106</td>
<td>0.9704</td>
</tr>
<tr>
<td>8</td>
<td>0.9704</td>
<td>0.8820</td>
<td>0.8106</td>
<td>0.9704</td>
</tr>
<tr>
<td>16</td>
<td>0.9897</td>
<td>0.9251</td>
<td>0.8623</td>
<td>0.9704</td>
</tr>
<tr>
<td>32</td>
<td>0.9897</td>
<td>0.9251</td>
<td>0.8623</td>
<td>0.9704</td>
</tr>
<tr>
<td>64</td>
<td>0.9897</td>
<td>0.9251</td>
<td>0.8623</td>
<td>0.9704</td>
</tr>
</tbody>
</table>

Linkage Prediction: Performance of mixed-product spaces strongly depends on the topology of the dataset. Mixed-product space performs better on datasets with spherical structures whereas the baseline HGCN has better performance on hierarchical data.

Node Classification: For all datasets, product spaces either outperform or have same output as the HGCN model, suggesting a better alternative.

Future Work
1. Explore more possibilities in mixed-product space, such as including non-constant curvature spaces as our component
2. Learn curvature as the GCN model’s parameter for each hidden layer and add attention mechanism to our model
3. Test additional datasets to further understand the relationships between mixed-product spaces and structures of datasets
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