Introduction
Writing an academic paper can be a daunting task. Deciding on features including the topic, title, abstract, and journal, can be lengthy processes and all influence the impact of the research in the future. We would like to be able to predict the number of citations a research paper will receive, given various paper features. Given the large number of new papers published each year, such a tool would be useful for scientists to determine possible fields of exploration and choose meaningful paper features to maximize the impact of their research.

In this work, we classified academic paper titles into different bins based on citation number. The input to the algorithm is a set of features extracted from the paper title, journal title, and year of publication. The models explored include Naive Bayes, Random Forest, and Neural Network. These models are used to output a predicted classification for a given paper, which specifies a range of citation counts that the paper could have.

Related Works
There were several similar works in this field. Ibanez et al. classifies papers with few, some, or many citations. Their application of predicting on a time horizon was particularly novel, and their implementations of naive Bayes and logistic regression performed the best.

Yan et al. also used citation count as a measure of research popularity. Many input features were included, such as author experience and productivity, paper venue, and topic importance. It is likely that these factors, particularly the relative importance of the author, may be more correlated with citation count than other paper features. They were able to use simpler models, such as linear regression, kNN, and SVR. Other works also highlight the importance of choosing the appropriate paper features, such as paper age and the author importance, suggesting that many other relevant input features may be needed for accurate prediction. On the other hand, Baba et al. claim that the impact of research papers may be predicted using only paper content, such as the abstract.

Several studies looked into related metrics of paper performance. For instance, a recent study published earlier this year used more advanced deep learning techniques to predict the long-term performance of a recently published paper based on the citation in initial years. Despite the difference in input features, we found this implementation to be clever, and we found that a neural network implementation also yielded the best results in our system.
**Dataset and Features**

Initially, our first approach was to use third-party APIs to scrape existing databases for academic paper information like citation count, title, publication year, etc. However, these APIs often limited the number of queries per user per day, preventing the collection of the data at a scale which would be sufficient to train models. To remedy this issue, previous related works were searched for existing structured data. The dataset used was from a previous study on the effect of title length on citation counts [1]. In total this dataset contains ~140,000 records of general academic papers from 2007-2013. Each record includes the paper’s title, year of publication, journal title, number of citations.

The dataset was split using a 85/15 train/test. The primary feature was the title, but secondary features, like the year of publication and the title lengths were also included as inputs to all models. In order to ensure all features were of similar magnitude, the numerical features were all normalized by subtracting the mean and dividing by the standard deviation of the training set.

The most important preprocessing step was how to parse the journal title and paper title text. Since the journals are discrete, a categorical numeric variable was created which encoded which journal the paper was from. The paper title text could be processed in several ways. The first pass was to create a bag of words model, where each title was transformed to a sparse vector containing words that it learned from the vocabulary. Another option was to use a pretrained embedding, like Google’s universal sentence encoder. These would transform the titles into feature vectors which would then act as the inputs to the model.

**Methods**

3 different embeddings were explored, but they all lead to similar model performances. The embeddings either converted the string to a 50, 128, 256, or 500 feature vector. There was no discernible difference in final model performance from the input vector, so the 256 vector was chosen as a middle ground. Now having the features, three different models were chosen to carry out the classification problem: Naive bayes, random forests, and deep learning.

Naive bayes is a popular model for text classification, making it a good baseline model to determine what is good. Initially, the input features for Naive Bayes were the raw one-hot word vectors, where the traditional interpretation of the naive bayes model holds. However, improved performance arises when the input is set to be the encoder output and the numerical features are also added. This requires scaling the features to all be positive, so a slightly different data preprocessing pipeline is used. The increase in performance arises at a cost of losing model interpretability, as the input features to the model is no longer one-hot vectors of words.

Random forests are the second models explored. Random forest models are ensembles of decision trees which are able to quickly learn nonlinear mappings. These models have relatively few hyperparameters, and is able to fit nonlinear targets effectively. Using one-hot vector inputs would result in difficulty training due to the expansive vocabulary size, and would result in some very high variance, as the high dimensional space allows the random forest to easily shatter the training data at the cost of achieving abysmal performance on the test set. Thus, embedding is a crucial step to lower the input feature and prevent overfitting with random forests. However, there is still a large discrepancy between training and testing performance. Limiting the depth of the decision tree and increasing the number of trees increased the testing performance, but did not remove the variance error completely.
The third type of models were neural networks. These arise naturally as a continuation of the pretrained embedding layer. Thus, several fully connected layers were added after the embedding layer. The option to freeze, or make the embedding parameters trainable was explored, but making it fully trainable resulted in a very slow training process due to the large size of the embedding model, and the model performance was not improved significantly.

Thus, most exploration was done with the embedding parameters frozen.

**Experiments, Results, and Discussion**

For evaluating the performance of the three models discussed above, the F1 score was used as well as the accuracy. The F1 score is the harmonic mean of precision and recall. Below, is a table of the training and test results for the three models. It can be seen that with respect to the test data, the naive bayes performed the worst and the neural network performed the best. Random Forest model had high variance issue which was expected.

<table>
<thead>
<tr>
<th>Model</th>
<th>Train F1 Score</th>
<th>Test F1 Score</th>
<th>Num. Train Samples</th>
<th>Num. Test Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naive Bayes</td>
<td>0.4796</td>
<td>0.4783</td>
<td>118915</td>
<td>20986</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.9999</td>
<td>0.6336</td>
<td>118915</td>
<td>20986</td>
</tr>
<tr>
<td>Neural Network</td>
<td>0.7027</td>
<td>0.7026</td>
<td>118915</td>
<td>20986</td>
</tr>
</tbody>
</table>

Some of the values that had to be carefully chosen were the citation ranges for the different bins. Oversampling methods were explored to try more binning, but resulted in poor performance. Thus, the distribution of the train dataset was used to split the citation space in a way that would allow each bin to have significant amount of papers in them. Otherwise a certain bin may never be predicted and be redundant. Below is the confusion matrices for each of the models explored.
Note that most models have difficulty differentiating between the 2nd and 3rd bin: the number of misclassifications between the extreme categories is quite low, suggesting that the model is able to differentiate papers that obtain almost no citations. The hardest bin to classify is the central bin.

The main source of error was bias related. The performance on the train/test set converge to very similar values. However, increasing the power of the neural network by adding more neurons or adding more layers still did not improve performance. The only model that was able to surpass this bias ceiling was the random forest, but it is not indicative of model goodness, as it came at the cost of abyssal performance on the unseen test set.

**Conclusion and Future Work**

Of the models explored, the neural network performed best. The Random Forest had a high variance problem and therefore generalized very poorly to the test dataset. In general, the main source of error was high bias.

Since all embeddings performed at a very similar level between all models, it suggests that the performance might be approaching a ceiling given the input features. To really improve the models, more features would have to be added. A natural continuation of the given features would be a condensed version of the abstract, where keypoint ideas and citations might give a more expansive view of what the paper really is about. In the future, it might also be intriguing to extend the system to generate relevant data features, such as the paper title. Overall, this was an interesting application that resulted in fair performance and familiarized us with various aspects of model exploration and development.
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Code Link
The following links to a zip file containing the code for the project.

https://stanford.box.com/s/399kb2l6akc64f7d60t9juz026nm2ur