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Abstract

The manner in which data is represented can significantly affect performance for a variety of learning tasks. For knowledge graphs, which have applications in information retrieval and question-answering, high-dimensional Euclidean representations of their data have led to improved performance in predicting new relationships and query accuracy at the cost of increased dimensionality and computational requirements. Recently, product spaces, or the product of a combination of Euclidean, hyperbolic, and spherical spaces, have significantly minimized distortion and decreased representation dimensionality for graph embeddings. We assessed the effect of embedding knowledge graphs into different product spaces and subsequently examined the the effect of this data representation on query performance. We found that embedding knowledge graphs into product spaces forces a trade-off compared to Euclidean embeddings: it can decrease distortion, but does not guarantee all-around improvements on querying tasks, instead boosting predictive performance on certain niche tasks while reducing average rank performance.

1 Introduction

At the heart of many modern question-answering [1] and recommendation systems [2] are knowledge graphs, or collections of triples of the form \((h, r, t)\), where a head entity \(h\) is related to a tail entity \(t\) by the relation \(r\); an example is the triple \((h=London, r=is\_the\_capital\_of, t=England)\). Initial versions of knowledge graphs are often incomplete, making prediction of missing relations between unlinked entities increasingly important [3, 4]. The efficacy of link prediction is largely dependent on the way in which knowledge graphs are represented, with connectivity patterns of relations like symmetry (e.g., “is a sibling of”), transposition (e.g., “child of” and “parent of”), and composition (e.g., “my father’s wife is my mother”) being particularly essential to model [4]. Traditionally, knowledge graphs have been embedded into Euclidean space, with both entities and relationships being given a vector representation. While these methods have given meaningful and promising results, they are often high dimensional and accordingly require significant amounts of memory; efforts to reduce dimensionality of these Euclidean embeddings generally correspond with a decreased ability to represent the relationships between different entities.

However, recent studies have demonstrated the effectiveness of embedding graphical and hierarchical data into non-Euclidean space, including hyperbolic space and product spaces. Hyperbolic space is capable of representing hierarchical data like trees and graphs with low dimensionality due to its negative curvature. The intuition behind embedding data in product spaces, or the product of a combination of Euclidean, hyperbolic, and spherical space, is similar: data can often have different structures, ranging from linear, cyclical, and tree-like, which different geometries can better represent. Past studies of product spaces have demonstrated its ability to both effectively represent data in fewer dimensions and dramatically decrease data distortion relative to Euclidean space; however, these studies have have not evaluated the effectiveness of the new data representation on explicit tasks, like querying, so performance on said tasks relative to the data representation in Euclidean space is unknown.

We propose a new approach that seeks to take advantage of a product space’s low-dimensional, data-fitting structure and evaluate whether this efficient embedding can continue to represent the complex relationships of knowledge graphs. To do so, we first evaluated the effectiveness of embedding knowledge graphs in product spaces and assessing its effect on data distortion using the Countries dataset, then analyzed the performance of product space-embedded knowledge graphs on standard knowledge graph assessment tasks using the FB15k dataset. More specifically, our algorithm took as input a knowledge graph dataset, and using Riemannian stochastic gradient descent, outputted a learned representation of the dataset in a product space. We then evaluated this knowledge graph representation on the metrics mean rank (MR), mean reciprocal rank (MRR), and Hits@N for Preprint. Work in progress.
We found that knowledge graphs embedded in product spaces showed improved or effectively equal performance on Hits@N, but lower performance on MR and MRR compared to a purely Euclidean embedding, indicating a trade-off between being able to make accurate predictions and overall ranking performance.

To summarize, our contributions are as follows:

1. We propose a new method for embedding knowledge graphs into product spaces.
2. We assess the effectiveness of embedding knowledge graphs into product spaces on data representation and distortion.
3. We assess the effectiveness of knowledge graph representations in product spaces on standard querying metrics.

2 Related Works

2.1 Euclidean Knowledge Graph Embeddings.

Prior work on knowledge graph embedding into Euclidean space primarily revolved around representing relationships between head and tail nodes as translations\([3, 5, 6, 7]\) or through tensor factorization approaches\([8, 9]\). These approaches are simple, but they fail to encode certain relation patterns. For example, translation approaches are unable to encode symmetry because no non-trivial translation is its own inverse in Euclidean space.

2.2 Complex Euclidean Knowledge Graph Embeddings.

The current state-of-the-art method for modeling relation patterns in knowledge graphs is RotatE\([10]\). The RotatE model embeds the members of a triplet \((h, r, t)\) into a \(k\)-dimensional complex vector space \(\mathbb{C}^k\), and defines a relation as a rotation of modulus 1 (i.e. \(|r| = 1\)) such that \(t = h \circ r\), where \(\circ\) denotes the Hadamard element-wise product. RotatE uses the scoring function \(\|h \circ r - t\|^2\) during optimization of the model, where the optimal model will give a true triplet \((h, r, t)\) a higher score than other possible “false” triplets like as \((h', r, t)\) or \((h, r, t')\). Although these embeddings are able to achieve high performance, they also require high-dimensional spaces, which leads to a high memory cost.

2.3 Non-Euclidean Graph Embeddings.

Embedding graph data and other hierarchical information, like trees, in low-dimensional, non-Euclidean space, like spherical\([11]\) and hyperbolic\([12]\) space, has proven particularly effective for learning tasks. Hyperbolic space has proven especially effective due to its negative curvature, functioning as a continuous version of discrete tree-like structures\([13]\).

2.4 Product Space Embeddings.

Recently, embedding graphical data into product spaces, or a Riemann product manifold combining hyperbolic, spherical and Euclidean components such that the product manifold has non-constant curvature, has significantly reduced the distortion of the embedding data relative to other embedding techniques, as well as improved performance on tasks like node similarity\([14]\). As such, our project seeks to investigate whether embedding a knowledge graph into a product space and studying its subsequent representation can improve performance in knowledge graph tasks.

Figure 1: The Countries dataset. Note the two relations "neighbor" and "is a part of" relative to entities on the country, subcontinent, and continent level.

\(^1\)The code for this paper can be found at [https://github.com/esfrankel/kg-prod-spaces](https://github.com/esfrankel/kg-prod-spaces)
3 Datasets

3.1 Countries Dataset

The Countries dataset (Countries) is a knowledge graph of country relationships generated from public geographical data\[15\]. The dataset has 271 entities and 2 relations to create a small but nontrivial knowledge graph. We used 985 triplets of head entities, relations, and tail entities as a train set, 24 triplets as a validation set, and 24 triplets as a test dataset. A visualization of the structure of the dataset is present in Figure 1.

3.2 FB15k Dataset

The FB15k dataset (FB15k) is a subset of Freebase, a knowledge graph of over 1.2 billion triplets and 80 million entities, that was created by \[3\]. FB15k has 14,951 entities and 1,345 different relations among them. We used 60,393 triplets as a train set, 6,250 triplets as a validation set, and 7,384 triplets as a test dataset.

4 Methods

Our main method is to embed knowledge graph data into of product spaces by representing the knowledge graph as a directed graph with unique edge weights that correspond to each relation; that is, a triple of the form \((h=\text{London}, r=\text{is the capital of}, t=\text{England})\) could be expressed as a node, London, with a directed edge to another node, England, with a weight of \(w(r)\), with \(w: \mathcal{R} \to \mathbb{R}^+\) an injective map from the set of relations to a unique positive weight. After we have constructed our new graph, given the set of graph distance \(\{d_G(x_i, x_j)\}_{ij}\), we optimized embedding our graph using the loss function

\[
\mathcal{L}(x) = \sum_{1 \leq i < j \leq n} \left| \frac{d_P(x_i, x_j)}{d_G(x_i, x_j)} - 1 \right|
\]

which is representative of the average distortion of our embedding. Given this loss function, we then perform Riemannian stochastic gradient descent (R-SGD) with a fixed learning rate to optimize our loss function, which cannot be done using traditional stochastic gradient descent \[16\]. We assess this embedding on the metric mean average precision \[\text{mAP}\] and mean average precision \[\text{MAP}\].

After R-SGD is performed and the points of our graph converge to relatively fixed locations, we want to ensure that our points still have “knowledge graph” structure. To do this, we define a “scoring” function that rewards triplets that are true in the knowledge graph with a higher score than triplets that are not true. For our product space embedding, we use the function \(f(h, r, t) = \|h + r - t\|_P\) where \(\| \cdot \|_P\) is the product space norm. In particular, for \(P = M_1 \times M_2 \times \ldots \times M_k \) and \(p = m_1 \times m_2 \times \cdots \times m_k\), its norm is

\[
\|p\|_P = \sqrt{\|m_1\|_{M_1}^2 + \|m_2\|_{M_2}^2 + \cdots + \|m_k\|_{M_k}^2}
\]

Past methods for learning vector representations of knowledge graphs have used negative sampling loss, a technique that’s proved effective across both knowledge graphs and word embeddings:

\[
\mathcal{L} = - \log \sigma(\gamma - f((h, r, t))) - \frac{1}{k} \sum_{i=1}^{n} \log \sigma(f((h_i', r, t_i')) - \gamma)
\]

However, we use an additional approach for drawing negative samples called self-adversarial negative sampling. The intuition is as follows: as training continues when optimizing using negative sampling loss, traditional negative sampling becomes inefficient because more examples are obviously wrong. Instead, we sample negative triples from the distribution

\[
p(h'_j, r, t'_j | (h_i, r, t_i)) = \frac{\exp(\alpha f((h'_j, r, t'_j)))}{\sum_i \exp(\alpha f((h'_j, r, t'_j)))}
\]

an approach that introduced in \[10\], where \(\alpha\) is the adversarial temperature. Therefore, we express our modified negative sampling loss with self-adversarial training optimized with the Adam optimizer as follows:

\[
\mathcal{L} = - \log \sigma(\gamma - f((h, r, t))) - \sum_{i=1}^{n} p(h'_i, r, t'_i) \log \sigma(f((h'_i, r, t'_i)) - \gamma)
\]

\[\text{A mapping } f: X \to Y \text{ of a metric space } (X, d_X) \text{ to a metric space } (Y, d_Y) \text{ is an embedding with distortion } \alpha \text{ if there exists a constant } r > 0 \text{ such that for every } x_1, x_2 \in X, r \cdot d_X(x_1, x_2) \leq d_Y(f(x_1), f(x_2)) \leq \alpha r \cdot d_X(x_1, x_2)\]

\[\text{Mean average precision is the mean of the average precision scores for each query.}\]
where $\gamma$ is a fixed margin, $\sigma$ is the sigmoid function, and $(h_i', r, t_i')$ is the $i$-th negative triplet.

Following the successful embedding of the graph into our product space, we assess the quality of the embeddings using the metrics Mean Rank (MR), Mean Reciprocal Rank (MRR), Hits at 1 (H@1), Hits at 3 (H@3), and Hits at 10 (H@10), which are standard evaluation metrics for similar problems in existing literature. These metrics are constructed as follows:

1. For each triple $(h_i, r_i, t_i)$ in our test set, remove the head.
2. For every possible head $h$ in our entire data set, compute the score $f(h_i, r_i, t_i)$.
3. Sort all of the scores in decreasing order.
4. Store the rank of the correct head entity $h_i$ within the sorted score list.

We then calculate MR as being the average of the ranks stored for each triple in our test set, MRR as the average of the reciprocal of the ranks, and Hits at $N$ (H@$N$) as the proportion of the correct entities that are ranked within the top $N$ in the sorted list.

$$MR = \frac{1}{n} \sum_{i=1}^{n} \text{rank}_i, \quad MRR = \frac{1}{n} \sum_{i=1}^{n} \frac{1}{\text{rank}_i}, \quad H@N = \frac{1}{n} \sum_{i=1}^{n} \mathbf{1}\{\text{rank}_i \leq N\}$$

where $n$ is the number of triples in our test set, rank$_i$ is the rank of the $i$-th triple, and $\mathbf{1}$ is the indicator function.

5 Results

To see if embedding knowledge in product spaces was worth pursuing, we embedded the Countries dataset in three spaces: one which was exclusively Euclidean, one of which was exclusively hyperbolic, and one of which was a product space, using a constant total dimension of 10. Using a Google Cloud VM with 4 CPUs and 2 NVIDIA Tesla V100 GPUs, we computed the following metrics for the embeddings in the respective spaces with a learning rate of 5, batch size of 64, and subsample of 16:

<table>
<thead>
<tr>
<th>Space</th>
<th>Distortion</th>
<th>MAP</th>
<th>Training Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbb{R}^{10}$</td>
<td>0.347</td>
<td>0.472</td>
<td>0.299</td>
</tr>
<tr>
<td>$\mathbb{H}^{10}$</td>
<td>0.509</td>
<td>0.440</td>
<td>0.402</td>
</tr>
<tr>
<td>$\mathbb{R}^{5} \times \mathbb{H}^{5}$</td>
<td>0.341</td>
<td>0.498</td>
<td>0.298</td>
</tr>
</tbody>
</table>

Table 1: Results of embedding the Countries dataset in various spaces.

We can see that the product space embedding outperformed both Euclidean and hyperbolic embeddings with lower distortion, which suggests that attributes of both types of embeddings were utilized. The lower distortion also suggests that the relations between the data are being represented better, which could result in product space embeddings outperforming Euclidean and hyperbolic embeddings on the metrics defined in the previous section.
Next, we embedded the FB15k dataset into four spaces with a constant total dimension of 600. Three of these spaces are product spaces composed of Euclidean and hyperbolic spaces, while the fourth is purely Euclidean. After training the embeddings for 500 epochs using a learning rate of 0.0001, a negative sample size of 256, an adversarial temperature of 1.0, a gamma of 24, and a batch size of 512, the following results were obtained:

<table>
<thead>
<tr>
<th>Space</th>
<th>MR</th>
<th>MRR</th>
<th>Hits@1</th>
<th>Hits@3</th>
<th>Hits@10</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\mathbb{R}^{100} \times \mathbb{H}^{500})</td>
<td>92.5</td>
<td>0.626</td>
<td><strong>0.609</strong></td>
<td>0.715</td>
<td>0.810</td>
</tr>
<tr>
<td>(\mathbb{R}^{500} \times \mathbb{H}^{100})</td>
<td>59.8</td>
<td>0.671</td>
<td>0.564</td>
<td>0.752</td>
<td><strong>0.847</strong></td>
</tr>
<tr>
<td>(\mathbb{R}^{300} \times \mathbb{H}^{300})</td>
<td>95.97</td>
<td>0.501</td>
<td>0.342</td>
<td>0.622</td>
<td>0.752</td>
</tr>
<tr>
<td>(\mathbb{R}^{600}) (TransE baseline)</td>
<td><strong>49.4</strong></td>
<td><strong>0.684</strong></td>
<td>0.582</td>
<td><strong>0.759</strong></td>
<td>0.845</td>
</tr>
</tbody>
</table>

Our results demonstrate differing best performance on each task depending on the space it was embedded in. In particular, embedding FB15k in the product space \(\mathbb{R}^{100} \times \mathbb{H}^{500}\) produced the best Hits@1 score, while embedding in \(\mathbb{R}^{500} \times \mathbb{H}^{100}\) produced the best Hits@10 score; on all other metrics (MR, MRR), \(\mathbb{R}^{600}\) performed better.

### 6 Conclusion

In this project, we explored embedding knowledge graphs in product spaces to evaluate 1) whether distortion of knowledge graph representations could be meaningfully reduced and 2) whether these representations could represent the complex relationships of knowledge graphs. After performing experiments on the Countries and FB15k dataset, we ultimately found that while embedding knowledge graphs in product spaces does seem to reduce distortion, the reduction in distortion does not necessarily result in better all-around performance on querying tasks.

More specifically, we saw that product space embeddings performed well on the Hits@N metrics by either outperforming or nearing the performance of the Euclidean embedding, but did not perform well on the MR and MRR metrics. The good Hits@N performance suggests that product space embeddings do well for certain types of structures and relations within knowledge graphs, which results in a high score for these structures, but perform very poorly on queries that include relations that are not represented well by the embedding, which greatly lowers the average performance as shown in the MR and MRR scores. Moreover, this shows that the product space embedding was able to improve the ability of the model to make predictions, because Hits@N is a measure of the embeddings ability to recall true relations, but decreased the ability of the model to rank these predictions, because the lower-ranked relations were ordered very inaccurately resulting in a poor MR score.

The trade-off in performance between the product space embeddings and the purely Euclidean embedding suggests that product space embeddings should only be used when the structure of the data matches the product space, e.g. embedding knowledge graphs with hierarchical relations, which are tree-like, in product spaces involving hyperbolic spaces. Also, the specific application should be taken into account. Perhaps, for exclusively prediction-based tasks such as question-answering, product spaces might outperform other representations, whereas they may perform poorly on rank-based applications such as search.

### 7 Future Work

This work was severely limited by the computational costs in time and money for training various models. With more resources, we suggest various future experiments:

1. Embedding knowledge graphs in product spaces with components in spherical space.
2. Using Sarkar’s construction for identifying the optimal embedding size for each dataset.
3. Allowing the embeddings to train for more epochs could cause meaningful changes in important metrics.
4. Performing more robust combinatorial analysis on hyperparameters to tune/improve performance.
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