Abstract—This paper investigates three methods of generating a musical accompaniment track from three input tracks. Our approach is limited to discrete notes using the MIDI (Musical Instrument Digital Interface) standard. We formulate generating an accompaniment track as a classification problem, where the algorithm predicts a note from one of 128 pitch classes at each time interval. We compare the performance of a classical method, Support Vector Machines, with a modern Convolutional Neural Network, and find that both have low performance. We attribute one source of our low success to a class imbalance problem in our dataset and propose several methods of addressing this challenge. The code for our project can be found at the following git repository: https://github.com/MarionLepert/cs229

I. INTRODUCTION

Music composition, improvisation and accompaniment are creative acts which are typically challenging to capture algorithmically. However human creativity may be emulated to some extent given enough examples and a function fitting or a generative algorithm. Following this principle, we wish to apply the methods studied in class and compare them with modern deep learning methods to train a neural network on generating an accompanying audio track for a given set of input tracks from three different instruments. The scope of our study is limited to MIDI files containing at least piano, guitar, bass, and strings. Our input is a MIDI file with piano, guitar, and strings tracks, and our output is the MIDI file for a bass track.

II. RELATED WORK

Artificial music accompaniment has been studied for several decades. Starting in the 20th century, online algorithms such as [3], [5], were developed to do real-time accompaniment. A computer was given an existing piece of music and was tasked with synchronizing it to a live performer. However, these methods relied on existing audio tracks, and we are interested in generating notes from scratch. Simon and Morris present a stepping stone towards this in [16] using a Hidden Markov Model (HMM) to automatically choose chords to accompany a vocal melody.

More recently, algorithms have been developed that do not rely on an existing audio track, but rather generate new music themselves. Dong et al. [6] use generative adversarial networks (GANs) to both generate music from scratch and generate accompanying tracks for an existing track. However, as noted by the authors, their results are “musically and aesthetically behind the level of human musicians.” Zhu et al. [17] present an end-to-end multi-track song generation model that relies on Attention Cells to share information between tracks and ensure a harmonious arrangement. They show improvements compared to existing models but still do not achieve comparable performance to human composed music.

A broader class of research has investigated music generation without focusing on accompaniment. Commonly used algorithms for this type of work include Recurrent Neural Networks (RNNs), such as in [3], [8] and Long Short Term Memory Networks (LSTMs), such as in [2]. RNNs rely on inputs at a current time step and inputs in the hidden layer of the previous time step to make predictions, allowing the temporal relation between samples to be learned by the model. LSTMs are a modification of the RNN architecture that use “gates” to allow gradients to flow through nodes unchanged, allowing information to flow across many time steps without vanishing or exploding [12]. As a result, methods that use LSTMs tend to have better global music structure. Additional approaches include interactive evolutionary computation (IECs), a less data intensive method which involves a human collaborating with the computer to explore a space of candidate accompaniments, such as Hoover and Szerlip in [7]. This method identifies functional relations between patterns of notes and is reported to produce melodies indistinguishable from fully-human composition for the untrained ear, though it is not applicable to melodies whose relationships are more complex.

III. DATASET

Our training dataset is taken from the Lakh Dataset [13], which has over 170,000 MIDI files. We select a subset of those that have guitar, piano, strings, and bass tracks. We model our problem as a classification problem. We define 128 different possible classes, where each class corresponds to a unique music note pitch. We choose the number 128 because MIDI files have 128 different possible music note pitches. We split each song into consecutive segments of duration $T = 10$ms. A training example consists of one segment and has $128 \times 3$ instruments = 384 features. Each feature corresponds to a music note pitch associated with an instrument. The feature is either a 0 or a 1 depending on whether the instrument is playing that note during a segment. More specifically, if a note starts playing in the middle of a segment, we model it as playing during the entire segment. Conversely, if a note ends during a segment, we model it as not playing at all during that segment. A visualization of a sample from our data with this time discretization is shown in Figure 1.
Fig. 1. Visualization of a MIDI file with four instruments where, for plotting purposes, pitch levels 0-127 correspond to the first instrument, piano, while pitch levels 128-256 correspond to strings, pitch levels 257-384 correspond to acoustic guitar, and pitch levels 385-512 correspond to bass.

We split our data using an 80% train, 10% val, and 10% test split and use 50,000 training examples.

IV. METHODS

A. Baselines

For our first baseline, we used the Support Vector Machines (SVM) algorithm to predict what note the bass instrument should play in each time interval. We chose SVM because according to Ng [9], it is a classifier that is known to be one of the best “off-the-shelf” self-supervised learning algorithms. This classifier finds the hyperplanes that separate the data into different classes. More specifically, the classifier solves an optimization problem, shown in equation (1), to find the hyperplanes with the maximum geometric margins. We add a regularization term to this optimization problem to allow for non-linearly separable datasets and reduce the algorithm’s sensitivity to outliers.

$$\min_{\gamma, w, b} \frac{1}{2} ||w||^2 + C \sum_{i=1}^{n} \zeta_i$$

s.t. $$y^{(i)}(w^T x^{(i)} + b) \geq 1 - \zeta_i, \quad i = 1, ..., n$$

$$\zeta_i \geq 0, \quad i = 1, ..., n$$

To solve this problem more efficiently, we construct the dual of the optimization problem and use the kernel trick to calculate only the inner products between input features, as shown in equation (2). We experiment with a linear and a Gaussian kernel.

$$\max_{\alpha} W(\alpha) = \sum_{i=1}^{n} \alpha_i - \frac{1}{2} \sum_{i,j=1}^{n} y^{(i)} y^{(j)} \alpha_i \alpha_j \langle x^{(i)}, x^{(j)} \rangle$$

s.t. $$0 \leq \alpha_i \leq C, \quad i = 1, ..., n$$

$$\sum_{i=1}^{n} \alpha_i y^{(i)} = 0$$

To apply the SVM algorithm to our data, we assigned a unique label to each training example, consisting of the note the bass instrument is playing during a given time segment. To simplify our approach, we assumed that the bass instrument can only play a single note during each segment. Therefore, if the bass instrument is playing several notes during a segment, we randomly select a single note as the label. We tested both a linear and a Gaussian kernel.

B. Convolutional Neural Networks

We compare the performance of our baseline algorithms to convolutional neural networks (CNNs). We chose this method because CNNs have shown impressive performance in the field of computer vision because of their ability to find translation-invariant patterns, and we hypothesized that by treating our MIDI files as “images” we could achieve better classification performance compared to classical methods. Neural networks learn a model by taking the gradient of a loss function from the output of fully-connected layers and updating the weights and biases of these layers with the appropriate gradients. CNNs build off of neural networks by adding convolutional layers between the inputs of the model and the fully-connected layers. These layers act as filters that are learned by the network and allows the network to find patterns in the input data [4].

To apply CNNs to our problem, we consider our MIDI data to be an image where a pixel corresponds to a note played by an instrument which can take on the value of 0 or 1. We perform a 1D convolution over our “image” along the time dimension as shown in Figure 2.

Our CNN architecture is shown in Figure 3. We used two 1D Convolutional layers followed by three fully connected layers. The size of our convolution kernel along the temporal direction...
was 5. We added the ReLU activation function between these layers. Our first convolutional layer had 384 input features, while our second one had 64 input features. Our first fully connected layer had 672 features, our second one had 400, and our final layer had 250 input features. The final output is a vector with 128 components, corresponding to the 128 different notes the fourth instrument can play.

We experimented with two different loss functions. The first was a Binary Cross Entropy Loss Function. This function applies the Cross Entropy Loss function individually to each component of the output vector. In this case, each element of the output vector of the network corresponds to the probability that the note is being played (1) or not played (0). Therefore, with this loss function, our network is solving 128 binary classification problems in parallel.

We also tried to formulate our problem as a multi-class classification problem by using a Cross Entropy Loss Function over the entire output vector with 128 components. In this case, each element of the output vector represents a probability of how likely a note should be playing with respect to all the other notes.

![Diagram of CNN architecture](image)

Fig. 3. The architecture of our CNN

C. Evaluation Metrics

We evaluate the performance of our algorithms with a variety of metrics. The first is accuracy. We aim for high accuracy but recognize that perfect accuracy is not desirable, as we want our algorithm to generate new music, not copy music.

\[
\text{Accuracy} = \frac{\text{True Positives + True Negatives}}{\text{All examples}}
\]

In addition, we look at precision and recall, defined below. Intuitively, precision describes how likely an element that is labeled as positive is actually positive and recall describes how many of the actual positives were correctly identified. [1].

\[
\text{Precision} = \frac{\text{True Positives}}{\text{True positives + False Positives}}
\]

\[
\text{Recall} = \frac{\text{True Positives}}{\text{True positives + False Negatives}}
\]

Lastly, we consider the False Positive Rate (FPR) which describes how many false positives are in the actual negatives set.

\[
\text{False Positive Rate (FPR)} = \frac{\text{False positives}}{\text{False Positives + True Negatives}}
\]

V. Results

For our first experiment, we ran SVM on a subset of the Lakh Dataset. We tested a linear kernel and a Gaussian Kernel. A visualization of the SVM classifier’s predictions on the test set with a Gaussian kernel are shown in Figure 4.

![Visualization of SVM predictions with a Gaussian kernel](image)

Fig. 4. Visualization of SVM predictions with a Gaussian kernel vs the ground truth on the test set. Note that the algorithm only predicts a single note for a given time interval. The apparent overlap in notes in this plot is due to the size of the markers and the resolution of the time axis.

The accuracy, precision, and recall metrics for our SVM algorithm are shown in Table V. Our accuracy is quite low at 11% for the linear kernel and 10% for the Gaussian kernel. The average precision and recall metrics for these kernels is also quite low, although we note that it is higher for some notes, such as note 41 with a precision of 0.32 and recall of 0.54. This indicates that our algorithm is rarely able to predict a note that matches ground truth. We found that the linear and Gaussian kernels had similar accuracy and recall and the Gaussian kernel had slightly higher precision than the linear kernel. This was surprising as we expected substantially better performance from the Gaussian kernel given that our data is not linearly separable.

**Table 1. Evaluation metrics for our SVM algorithm using a linear and Gaussian kernel**

<table>
<thead>
<tr>
<th></th>
<th>Accuracy</th>
<th>Weighted Avg Precision</th>
<th>Weighted Avg Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear Kernel</td>
<td>0.11</td>
<td>0.07</td>
<td>0.11</td>
</tr>
<tr>
<td>Gaussian Kernel</td>
<td>0.10</td>
<td>0.11</td>
<td>0.10</td>
</tr>
</tbody>
</table>

Next, we analyze the results from our CNN. We used stochastic gradient descent and selected a mini-batch size of 256 because it was the highest power of two that did not result in a memory allocation error. We wanted to maximize our mini-batch size to reduce the variance in the gradient updates, since the gradient is averaged over the entire mini-batch. Given this mini-batch size, we used a learning rate of 0.1 because it allowed us to decrease our training loss reasonably fast while still being able to converge, which was not always the case with a higher learning rate like 1.0.
Figures 5, 6, and 7 present results for a CNN with a Binary Cross Entropy Loss. Although our loss on the training and test set converges, we obtain very low performance. Our precision recall curve shown in Figure 6 demonstrates that we have very low precision, meaning that we almost never predict that a note is playing when it is actually playing.

![Fig. 5. Loss vs iterations for the training and test sets for different up-weighting values when using a CNN with Binary Cross Entropy Loss](image)

![Fig. 6. Precision recall curves for different up-weighting values when using a CNN with a Binary Cross Entropy Loss](image)

Our ROC Curve, shown in Figure 7, indicates that if we want to predict every note that should be playing, we will also falsely play about 40% of notes that should not be playing.

![Fig. 7. ROC curve for different up-weighting values when using a CNN with Binary Cross Entropy Loss](image)

We believe our low performance is because we have a large class imbalance problem. This imbalance stems in part from the fact that we are doing binary classification on each note, and each note spends a much longer period of time not being played than being played. Another way of looking at this problem is recognizing that the model achieves 99.2% accuracy when the model always outputs zeros (predicting that no note is ever being played). We tried to address this imbalance by up-weighting positive samples in our loss function. However, this resulted in minimal improvements, as shown in Figures 6 and 7.

To reduce the class imbalance problem, we reformulate our problem as a multi-class classification problem where our loss function is the Cross Entropy Loss function. Because the bass instrument is often playing a note, as shown in Figure 1, the model will not be as bias towards predicting that no notes should be played. Indeed, as shown in Table V, if the model always predicts that no note is being played, then the model only achieves 20% accuracy, a significant reduction from the model with Binary Cross Entropy Loss. Conversely, when the algorithm predicts a note according to the trained model, it achieves 26% accuracy. We also notice that our trained model has five times higher precision than a model that always predicts zeros. However, the performance of our model with CE loss is still too low to generate a good accompaniment track, but it achieves more than twice the accuracy achieved with SVM.

<table>
<thead>
<tr>
<th></th>
<th>Model always predicts no note is being played</th>
<th>Trained model with CE loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.20</td>
<td>0.26</td>
</tr>
<tr>
<td>Precision</td>
<td>0.04</td>
<td>0.20</td>
</tr>
<tr>
<td>Recall</td>
<td>0.26</td>
<td>0.26</td>
</tr>
</tbody>
</table>

VI. CONCLUSION

Our project was a first attempt at generating an accompanying musical track for a bass instrument given the music score of three other input instruments, and we formulated...
this problem as a classification problem. While a CNN with a Cross Entropy Loss had slightly better performance than the classic SVM method, both methods had overall limited success.

One of the limitations of our SVM implementation is that it does not consider how notes played by the three input instruments before and after a given time interval influence what note the fourth instrument should play during that time interval. We hypothesize that including a larger time window of notes played by the first three instruments to predict the fourth instrument’s note would increase the algorithm’s performance.

For our convolutional neural networks, there are several parameters that we did not tune that could have increased performance. These include changing the length of our time discretization interval $T$, the size of the kernel, the stride applied by the convolution, the number of layers, and the number of input features for each layer. Although we could improve our existing model by tuning parameters, implementing a different neural network architecture used in the literature, such as an RNN or LSTM, will most likely lead to better performance.

In addition to our model, the class imbalance problem in our data also severely limited the performance of our algorithms. Because some of the instruments we looked at only played a few notes per song, our data had a disproportionate number of time intervals in which an instrument was not playing music. Other researchers using the Lakh dataset have reported needing to merge tracks of similar instruments to deal with this class imbalance problem [6].

Finally, we need to improve our evaluation metrics. Because we are interested in generating new music, not copying music, accuracy on an unseen piece of music should not be our sole evaluation metric. One way to better evaluate our results would be to synthesize the bass MIDI into bass sounds, and use a Turing test to evaluate the quality of the generated music. For this test, we would ask human subjects to label original vs machine generated bass tracks to determine whether or not our algorithms’ music can be distinguished from original tracks. Listening to the generated music could also help us understand what quantitative metrics are important for the music to sound good.

Although we did not achieve the results we hoped for, this project was an opportunity to better understand the shortcomings of some classification algorithms on music accompaniment, importance of data engineering, and the difficulties in manipulating large datasets to train neural networks.
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