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1 Introduction

In deep learning-based natural language processing (NLP), obtaining high-quality training data is one of the most important and challenging tasks. Traditionally, due to the heterogeneity and complexity of natural language, in order to train a performant DL model for an NLP task, a significantly large labeled dataset must first be collected. However, human-labeled training data is usually expensive to obtain due to the large amount of manual effort, the human expertise required for labelling (e.g. medical records), and the importance of data privacy (e.g. financial records).

Such demand for scalable training data motivated recent research, leading to the development of Snorkel, a system for programmatically building training sets under weak supervision, and the study of the tradeoffs between quantity of data and quality of labels [11]. Meanwhile, the advent of large pretrained natural language processing (NLP) models, such as BERT, GPT-2, and XLNet, has made transfer learning a powerful technique for NLP and drastically reduced the amount of training data necessary for individual downstream tasks.

In light of these two breakthroughs, we performed an ablation study to analyze the effects of applying weak supervision to data generation and of transfer learning. In this project, we trained DL models, both with and without transfer learning (BERT and LSTM, respectively), for a binary sentiment classification task on data with programmatically generated weak labels and on hand-labeled data. The input to the DL models is a text review, and the models would output a predicted sentiment, which is either “positive” or “negative.” Our goal was to investigate the following questions:

- When applying transfer learning to text classification, what are the effects of using data generated with weak supervision instead of hand-curated data to finetune a pre-trained language model (e.g. BERT)?
- Without transfer learning (e.g. training an LSTM from scratch), does weak supervision have similar effects?

Without transfer learning, weak supervision helped achieve a 10-point increase in AUC for LSTM. With transfer learning, although weak supervision did not demonstrate a strong impact, the performance of BERT trained on 800 hand-labeled examples surpassed the performance of LSTM on 25k hand-labeled examples. In both settings, we observed that the DL models were capable of denoising the weakly-labeled dataset and generalizing to the test set.

2 Related Work

2.1 Weak supervision

Weak supervision is the approach of using noisy or imprecise sources as signals to label large amounts of training data, which are then fed into a supervised learning algorithm. Various techniques have been proposed to extract such imperfect signals programmatically from the training data.
Rule-based heuristics  The core of rule-based heuristics involves leveraging existing manually-maintained knowledge of the task at hand, e.g. by accessing databases. For instance, for the task of relation extraction from text, maintaining a knowledge base of known relations between keywords could provide a first set of input features for further supervised learning [8] [12].

Generative models  Generative models can be used to learn and model the process of assigning labels to the training data. In the example of relation extraction, instead of directly using a knowledge base of known relations, one can alternatively use a generative model to directly predict which textual patterns are more likely to appear in a text given the relation it expresses [14].

Snorkel: Data programming with weak supervision  Snorkel is a flexible weak supervision system that allows the user to leverage multiple techniques at once, including the two mentioned above. With Snorkel, the user first develops labeling functions, which are heuristics that leverage prior knowledge. The labeling functions are then fed into a generative model that automatically assigns weights to each labeling function [11]. The effects and efficiency of using Snorkel have been demonstrated, with applications to domains ranging from medicine to autonomous driving [3] [15].

2.2 Transfer learning
Transfer learning is the technique of reusing a model pre-trained for a different but related task as the starting point for the task at hand. In NLP, the most widely adopted pretrained model today is BERT, which stands for Bidirectional Encoder Representations from Transformers. BERT is a generic natural language understanding model pretrained on English Wikipedia and BookCorpus [16], which can then be fine-tuned for downstream natural language tasks. At the time of BERT’s debut, BERT obtained state-of-the-art results on eleven NLP tasks, including a 7.7-point absolute improvement on the GLUE benchmark. Since then, many variants of BERT have been presented, such as RoBERTa [6] and DistilBERT [13].

3  Dataset
We used the IMDB movie review dataset [7]. The original dataset contains a training set of 25k examples and a test set of 25k examples, each of which contains 12.5k positive examples and 12.5k negative examples.

To simulate different levels of data scarcity, we randomly sampled scarce datasets (SD) with size decreasing logarithmically from the original train set (abbreviated OG), each with balanced classes. The sub-dataset sizes are 12800, 6400, 3200, 1600, 800, respectively, with the assumption that a dataset of size 800 is small enough that an individual machine learning practitioner can viably obtain. Any SD dataset is a strict subset of arbitrary larger SD dataset.

We broke the original test set into a DEV set of size 800, and a TEST set of all remaining 24.2k samples. The DEV set is used for hyperparameter tuning, model selection, overfitting prevention, etc, while the TEST set is used once for each model as the final evaluation. The DEV set and the TEST set are shared across all models and experiment runs, to control for the random factors during hyperparameter tuning and model selection, and to ensure fair performance evaluation.

4  Methodology: Weak Label Generation
We generated weakly-supervised labels under the assumption that we have access to a significant number of training examples, but limited resources to manually produce training labels. Specifically, for weak label generation, we simulated the scenario where we had full access to the 25k review texts in the original training set but only 800 manual labels, all taken from the gold labels of SD-800.

We used the following two approaches to generate weak labels using heuristic functions. The gold labels in SD-800 are used to tune the heuristic functions.

Baseline: Naive keyword labeler  Our baseline approach is to use a single labeling function that detects lists of keywords. The naive labeler generated WD-N (Weak Dataset - Naive) based on the presence of positive (e.g. "wonderful" and "fascinating") and negative (e.g. "horrible" and "waste of..."
time") keywords in a piece of text, where the sets of keywords POS, NEG and the weights \( w_p, w_n \) are manually maintained and tuned using DEV set. For each text review \( r \), we compute:

\[
score(r) = |\{x : x \in \text{POS} \cap r\}| \times w_p + |\{x : x \in \text{NEG} \cap r\}| \times w_n
\]

If \( score(r) > 0 \), ‘pos’ is assigned. If \( score(r) < 0 \), ‘neg’ is assigned. If \( score(r) = 0 \), the naive labeler abstains from assigning a label to \( r \).

**Snorkel labeler** With Snorkel, we started with writing a set of labeling functions. Snorkel used a generative model to estimate the weights to assign to each labeling function output, with the intuition that the more a labeling functions agrees with the majority on the training set overall, the higher its weight will be. Eventually for each piece of review text, Snorkel emitted the weak label as a linear combination of the outputs of all labeling functions.

Note that in addition to labeling functions, Snorkel includes two other programming abstractions to help with dataset creation via other techniques, such as data augmentation. For the scope of this project, we are only concerned with the use of labeling functions.

The labeling functions we developed include:

1. Textblob, a rule-based sentiment classifier. Note that since Textblob is rule-based, it has no prior knowledge of our dataset distribution.
2. Keyword detection with multinomial event model. We used Textblob’s predictions on the training set as weak labels, and fit a multinomial Naive Bayes on the train set with the rule-based labels. However, instead of using Naive Bayes to make predictions, we made use of the model parameters. Recall that when fitting a Naive Bayes, for each high-frequency word \( w \) in the corpus, we estimate the probability that \( w \) appears in a review given the review score:

\[
T(w) = p(w \text{ occurs in review | review is positive})
\]

We took the 50 words with the highest \( T(\cdot) \) values to form the list of positive keywords that are most indicative of positive sentiments, and the 50 words with the lowest \( T(\cdot) \) values to form the list of negative keywords. Then we assign a label for each example using the naive keyword labeler with these two lists of keywords.
3. Key phrase detection using regular expressions. One example is “10 out of 10” or “10/10”.

After the generative model assigns a weight to each labeling function, the Snorkel labeler is now able to output a probabilistic label for each example that it does not abstain from labeling. The probabilistic label represents the probability that the review is positive. We used AUC score as our dev metric to filter out the training samples whose probabilistic labels are close to 0.5. By tuning on the dev set, the training samples whose probabilistic labels fall in the interval [0.4, 0.6] are filtered out in order to maintain an appropriate balance between coverage and AUC. The resulting dataset thus forms WD-S (weak dataset - Snorkel). Note that the probabilistic labels would then become the input labels to the DL models.

Here are the statistics for the weak labels we generated compared to the gold labels in the original training set.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Coverage</th>
<th>ROC-AUC</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>WD-N</td>
<td>82.6%</td>
<td>0.75</td>
<td>0.74</td>
<td>0.74</td>
</tr>
<tr>
<td>WD-S</td>
<td>94.3%</td>
<td>0.88</td>
<td>0.82*</td>
<td>0.82*</td>
</tr>
</tbody>
</table>

Table 1: Statistics For Weak Supervision Datasets. Metrics are calculated using the gold labels in OG. * Calculated by casting probabilistic labels to binary labels using a threshold = 0.5.

## 5 Experiments & Results

To compare the effect of weak supervision on transfer learning and non-transfer learning, we trained two parallel sets of models on each of the OG, SD, and WD datasets. The transfer learning model was a fine-tuning classification layer on top of a pre-trained Uncased Bert-Base model, while the
non-transfer learning model was a LSTM model \[4\] with random weight initialization. Each training sample was tokenized using the same vocabulary and tokenizer, and padded to a fixed-length sequence. The models trained in mini-batches, and early stopped when evaluation metric on the DEV set did not improve (based on pearson correlation) for several consecutive epochs to prevent overfitting.

Figure 1: Fine-tuning Bert Architecture

Figure 2: Sequential LSTM Architecture

Although conventionally binary classification task uses the empirical loss for logistic regression as the loss function, one of our datasets contains probabilistic labels, which renders the logistic regression loss function non-applicable. We therefore modeled our training as a regression task and used mean squared error as our loss function, where the output was a probabilistic prediction and casted to a binary prediction when we computed accuracy.

In Table 2 and Figures 3, 4, and 5 we present the results obtained from evaluating the trained models on the TEST set.

<table>
<thead>
<tr>
<th>Train set</th>
<th>OG (25K)</th>
<th>SD12800</th>
<th>SD6400</th>
<th>SD3200</th>
<th>SD1600</th>
<th>SD800</th>
<th>WD-S</th>
<th>WD-N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test AUC w/ BERT</td>
<td>0.974</td>
<td>0.971</td>
<td>0.966</td>
<td>0.962</td>
<td>0.953</td>
<td>0.946</td>
<td>0.932</td>
<td>0.807</td>
</tr>
<tr>
<td>Test AUC w/ LSTM</td>
<td>0.939</td>
<td>0.911</td>
<td>0.886</td>
<td>0.867</td>
<td>0.818</td>
<td>0.800</td>
<td>0.903</td>
<td>0.782</td>
</tr>
</tbody>
</table>

Table 2: Evaluation results of BERT and LSTM trained on each sampled dataset.

6 Discussion

We first compare the AUC score of the Snorkel labels compared with gold labels in the train set with the test AUC score of the models trained on WD-S, the Snorkel-generated dataset. The AUC score of the Snorkel labels compared with the golden training labels is 0.88. When trained on WD-S, LSTM achieved a test AUC score of 0.90, and BERT achieved a test AUC-score of 0.93, which are both higher than 0.88. This indicates that by feeding weakly-supervised probabilistic labels into deep learning models, the deep learning models were able to denoise the data (though to varying extents depending on model architecture) and generalize.

In the scenario where no transfer learning was involved, we observe that with weak supervision, the LSTM model was able to achieve an AUC score on par with that obtained with 12800 manually labeled examples. Recall that WD-S was generated with a dev set of size 800, with the assumption that the developer would only collect 800 manual labels. This means that the model achieved similar performance while decreasing the labeling efforts by a factor of 16. In addition, compared with the performance of LSTM trained directly on 800 manual labels (i.e. on the dataset SD-800), the weak supervision dataset generated by Snorkel achieved a 10 point increase in AUC score.

With transfer learning, the Bert model trained on the SD-800 dataset was able to accomplish a higher AUC score than that of a LSTM model trained on OG, the full training set. The SD-800 Bert model was able to achieve an astounding AUC score of 0.95, only 2.8 points lower than BERT trained on OG. Meanwhile, BERT trained on WD-S achieved an AUC score of 0.93.
We hypothesize that BERT trained on Snorkel-generated labels did not provide a boost to performance likely due to the effectiveness of BERT’s pre-training. As mentioned in Related section, BERT was pretrained on BookCorpus and English Wikipedia, which likely has very similar vocabulary distribution to that of the IMDB review dataset. The “transferring” of BERT’s knowledge to this sentiment classification task is therefore highly relevant, causing Bert to achieve such a strong performance with a mere 800 fine-tuning training size. Given the small gap between SD-800 BERT and OG BERT to begin with, it was hard for a weakly labeled dataset to demonstrate a statistically significant impact. Nevertheless, if weak supervision had been applied to a task where the input vocabulary space has a drastically different distribution from BERT’s pretrained data, e.g. classification of medical records, then it would take more “effort” (i.e., more manual labels) for BERT to transfer its pretrained knowledge to fine-tuning.

7 Conclusion & Future Work

We conclude from our ablation study that weakly-supervised data generation can compensate for data label scarcity to a certain extent. In traditional NLP, large amounts of data are required to train a performant model. In this scenario programmatic weak supervision can scalably produce large amounts data with adequate quality to significantly improve the model performance. On the contrary, in the transfer learning setting, as the applicability of the transferring of knowledge increases between the pre-trained model and the downstream task, we see a decreasing margin of benefit that weak supervision can provide.

We observe that transfer learning has indeed significantly reduced the lower bound of the size of a training set that would yield an effective model. Nevertheless, an interesting future exploration is to quantitatively determine this lower bound based on model and data attributes. This threshold can be informative in the decision-making process for various data-sensitive machine learning applications. Another potential route for future work is to apply the same study on tasks where the finetuning vocabulary space differs from that of Bert’s pre-training data, and observe how the lower bound for train set size changes when the transferring of pretrained knowledge becomes less applicable.
8 Contributions

<table>
<thead>
<tr>
<th>Milestone</th>
<th>Contributor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Setup Google Cloud Platform storage and virtual machine setup</td>
<td>Fei</td>
</tr>
<tr>
<td>Prepare and sample OG, SD, TEST datasets</td>
<td>Zihan</td>
</tr>
<tr>
<td>Write naive label generator and build WD-N dataset</td>
<td>Zihan</td>
</tr>
<tr>
<td>Build multiple label generating functions and work with Snorkel to build WD-S dataset</td>
<td>Fei</td>
</tr>
<tr>
<td>Implement data processor for reading datasets and convert into model-friendly formats</td>
<td>Fei &amp; Zihan</td>
</tr>
<tr>
<td>Incorporate BERT training to work on our datasets, including automatic DEV set evaluation and early stopping, automatic TEST set evaluation and score reporting</td>
<td>Fei</td>
</tr>
<tr>
<td>Implement LSTM training to work on our datasets, including automatic DEV set and TEST set evaluation and score reporting</td>
<td>Zihan</td>
</tr>
<tr>
<td>Modify BERT and LSTM to work with soft labels, and modify training to regression task instead of binary classification task</td>
<td>Fei</td>
</tr>
<tr>
<td>Work on milestone, poster, report</td>
<td>Fei &amp; Zihan</td>
</tr>
</tbody>
</table>

9 Source code

See https://github.com/feifang24/cs229-project for source code [1][2][10][9][5].

References


