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Abstract—The focus of this research is to develop a model to accurately classify normative vs. anomalous images of X-ray data of the humerus from many different patients. We compare the accuracy of four different supervised and unsupervised models: logistic regression, logistic regression with L2 regularization, k-nearest neighbors, and a convolutional neural network (CNN). Upon comparing accuracy of these models on the test data, we find that k-nearest neighbors yields the highest accuracy. We reason that this could be due to a combination of the CNN taking in different data inputs from the supervised learning approaches (un-normalized and normalized respectively), the reduction in noise, and most accurate identification of relevant data points.
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1 INTRODUCTION

Currently, when a radiologist diagnoses a break or fracture in a bone, he or she simply does so by visually inspecting radiographs. This method could be prone to error, especially when the bone being imaged has multiple or smaller fractures. The motivation of this project is to utilize machine learning techniques to automatically detect breaks and fractures in an X-ray image of a bone. This can serve as an initial flagging system or as a secondary check to verify that the radiologist has identified all breaks and fractures. Eventually, such an algorithm can be extended to identify breaks on a 3-dimensional scale, i.e. with CT scan data.

We compared multiple methods to identify anomalies in X-ray images, using two different approaches: first, we input normalized histograms of images to perform logistic regression (with and without regularization) and k-nearest neighbors, which we anticipate will separate images showing fractures and/or anomalies from healthy ones; second, we input images directly into a convolutional neural network, which we trained to classify anomalous (positive) vs. normative (negative) data.

2 RELATED WORK

The medical field is extremely active as far as research on automation of image recognition goes, as more and more images are acquired every day and requiring extremely specialized personnel to check all of them manually is a slow and costly process. Specifically, radiology is one of the branches of medical science that shows the most applications of machine learning techniques, as mentioned by Wang and Summers who focus their attention on “medical image segmentation, registration, computer aided detection and diagnosis, brain function or activity analysis and neurological disease diagnosis from fMR images, content-based image retrieval systems for CT or MRI images, and text analysis of radiology reports using natural language processing (NLP) and natural language understanding (NLU)” [17].

The goal of the industry in this regard is to move towards intelligent systems able to classify most images autonomously, e.g. detecting whether a tumor is present and whether it is benign or malign, or identifying the severity and type of skeletal damage in specific parts of the body, thus having to rely on expert judgement only in the limited set of ambiguous edge cases. As there are many applications, we decided to focus our attention on the existing literature on the analysis of long bones, as it fits our target.

Yap et al., similarly to other researchers in this field, make use of Bayesian classifiers and SVMs. SVMs in particular are mentioned multiple times in the literature as they allow, thanks to the use of kernels, the search of hyper-planes in higher dimensions that can act as decision boundaries for the problems at hand, which is in line with the complexity of automatic fracture detection [5][8][9][10][11][13][16][18].

Another strategy exploited multiple times as mentioned in the existing literature is the use of Convolutional Neural Networks (CNNs) [17]: convolutional layers are well suited to deal with images as, contrary to standard neural networks, they do not require the flattening of the image and thus can “successfully capture the Spatial and Temporal dependencies in an image through the application of relevant filters” by limiting the amount of parameters used and reusing the computed weights [14].

3 DATASET AND FEATURES

The dataset used for this project can be accessed at [https://stanfordmlgroup.github.io/competitions/mura/](https://stanfordmlgroup.github.io/competitions/mura/)

To simplify the scope of the problem at hand, we focused on data from the humerus only, ignoring the other types of bones. The resolutions of these images varied, but one dimension of the images was generally 512 pixels, and the
other dimension ranged from 200-600 pixels.

There was very limited pre-processing of the data for the neural network, as the only operation performed consisted in converting all images to the same size by padding with pixels of the same colour of the mode of the image (this solution was favored over using black pixels as, the background being non perfectly black, this alternative would have generated very inconsistent edges that could negatively affect performance).

For logistic regression and k-nearest neighbors, the pre-processing consisted of converting each image into a normalized histogram so it could be directly compared with histograms of other images. An example of an image from the training set and its normalized histogram is shown in figures 1 and 2.

4 METHODS

4.1 Supervised learning

4.1.1 Logistic regression

To establish baseline, we implemented a logistic regression model that maximizes the log likelihood of seeing the labels given the histogram data of the images in the training set and the parameters for the logistic function. We then considered regularization using the L2 norm with the following loss function:

\[
J(\theta) = - \frac{1}{n} \sum_{i=1}^{n} \left( y^{(i)} \log(h_\theta(x^{(i)})) + (1 - y^{(i)}) \log(1 - h_\theta(x^{(i)})) \right) + \lambda |\theta|^2
\]  

(1)

This effectively penalizes features with large norms and shrinks the coefficients which helps prevent over-fitting to the training data.

4.1.2 K-nearest neighbors

The idea behind k-nearest neighbors is simple: given a feature vector \( X \), find its k nearest neighbors and classify it by a majority vote. For example, suppose we pick the 10 nearest neighbors to classify a new image. In our case, this is done by computing pairwise Euclidean distances between the histogram of the new image and the histograms of the images in the training set, which are then used to find the closest 10 training examples. We can then calculate the mean of the labels of those 10 examples and classify the new image as abnormal if the mean is greater than 0.5, i.e. if more than half of its 10 nearest neighbors are abnormal.

4.2 Convolutional neural network

The final strategy that we exploited to classify the images and separate the ones showing healthy humeri from the ones with broken/non-nominal bones was a Convolutional Neural Network (CNN). The advantage of CNNs over regular neural networks when dealing with images resides in the ability of convolutional layers to operate without needing to flatten the image. Thus, it is possible to retain all the information related to the spatial positioning of the different pixels in the image, which allows us to avoid fully connected dense layers. This means that the number of parameters and weights the algorithm needs to learn in order to extract characteristic features is notably reduced, resulting in improved performance. Examples of a typical CNN structure for a multi-class classification task and a regular neural network are shown in figures 3 and 4.

In addition to convolutional layers, CNNs make also use of pooling layers in their feature learning section. Pooling layers are used as the feature maps obtained by applying convolutional layers are sensitive to the location of the features in the input image. Pooling layers address this sensitivity by down-sampling the feature maps. This
5.1 Supervised learning

5.1.1 Logistic regression

Our baseline logistic regression model yielded an accuracy of 0.61 on the test set. Performance was improved to 0.64 by adding a L2 regularization term to the objective function with a $\lambda$ value of 0.001. We experimented with different values of $\lambda$ and saw trade-offs between bias and variance. A large $\lambda$ (e.g., $\lambda = 0.01$) reduces the number of features that are relevant and thus leads to smaller variance and faster training, but also results in worse fit and does not generalize very well to new data. A $\lambda$ that is too small (e.g., $\lambda = 0.00001$), on the other hand, does little in terms of regularizing the model even though it produces a better fit on the training set, but is also less generalizable. The extreme case of the latter is when $\lambda = 0$, i.e. the baseline model, where the loss on training data was indeed the lowest across all $\lambda$'s but the accuracy on the test set was also the lowest. Through trial and error, we found that $\lambda = 0.001$ is the sweet spot that led to the best performance on test data as well as reasonable run-time.

5.1.2 K-nearest neighbors

For $k$-nearest neighbors, we found that the optimal $k$ is 10, which yielded an accuracy of 0.67. As shown in figure 5, accuracy on the test set increased drastically for small values of $k$ and began to decline for $k$ greater than 10, albeit with quite a bit of volatility, before eventually stabilizing around 0.61 at $k = 90$.

Note that we could have chosen a different threshold for classification. So instead of a simple majority, we could require three fourths of the $k$ nearest neighbors to be positive, for example, in order to classify a new image as positive. The choice of this ratio given fixed $k$ is essentially a trade-off between false positives and false negatives. A higher threshold reduces the chance of false positive error but also increases the chance of false negative error, and vice versa for a lower threshold. At $k = 10$, we found that a threshold of 0.5 gave the highest accuracy, our main evaluation metric. However, if we had a different or secondary objective such as minimizing false negatives, i.e. erring on the side of being more generous when identifying anomalies, which is not unreasonable given we want the algorithm to recognize fractures that may not be caught by the human eye, we might choose a slightly lower threshold without giving up too much accuracy.

5.2 Convolutional neural network

5.2.1 Structure

As for the CNN, we tried different approaches both in terms of minimal pre-processing and the structure of the CNN itself.

Regarding pre-processing, the only operation performed consisted in padding the images to convert them to the same size, as required by the CNN. Initially, we tried padding with black pixels. However, this would result in sharp edges appearing in those images whose background is not perfectly black. Thus, we tried implementing padding...
using either the minimum value of the pixels in the image or the mode (under the assumption that the mode would correspond to the background color); no significant difference was observed between the two approaches in terms of performance, so we elected to use the last implementation with the mode. An extract from the code used to import and pad images is shown below.

```python
for i in os.scandir(path_positive):
    if len(data) >= threshold[0]:
        break
    if i.is_dir():
        for j in os.scandir(i.path):
            if len(data) >= threshold[0]:
                break
            if j.is_dir():
                for k in os.scandir(j.path):
                    if k.is_file:
                        im = cv2.imread(k.path)
                        ones = np.ones(shape, dtype=np.int32) * stats.mode(im, axis=None)[0]
                        ones[:im.shape[0], :im.shape[1], :im.shape[2]] = im
                        data.append(ones)
                        labels.append(1)
                    if len(data) >= threshold[0]:
                        break
```

Another aspect to notice about the training set is related to how skewed it is: of the ∼1300 samples available, 83% were positive. We decided to add a threshold when reading images in to balance positive and negative samples, in order to avoid having a CNN always predicting positive.

As far as the CNN is concerned, the initial structure that was tested consisted of thirteen layers. After the input convolutional layer, four more convolutional layers followed with four pooling layers in between; then a flattening layer and three dense layers, with the last one consisting of a single neuron (as already discussed in section 4.2). This structure, however, resulted in a noticeable overfit on the training data, with loss on the validation set initially fluctuating wildly and then increasing at every epoch. To address this problem different strategies were tested and implemented. Dropout layers were added to compensate for the overfit. After different tests, we settled on a dropout rate of 0.1 for the ones after convolutional layers and 0.4 for the ones after dense layers as it seemed to provide the best results. The size of the CNN was also reduced to address the issue of overfit, limiting its feature learning section to three convolutional layers, each followed by a pooling layer and a dropout layer (the overall number of layers increased but reducing the amount of convolutional layers in favour of dropout layers helped counteract the overfit). This helped improve the accuracy on the test dataset from ∼35% to ∼40%. The final structure of the CNN is shown in figure 6.

The optimizer that performed best was Adam with a learning rate of 0.001.

Finally, multiple tests were performed on the parameters of the other layers to achieve the best performance.

5.2.1 Convolutional layers: The ReLU function was used as activation function in all convolutional layers.

\[ f(x) = x^+ = \max(0, x) \] (2)

The stride was left at the default value of 1, meaning the convolution windows shift one pixel at a time. Padding was set at ‘same’ to maintain the size of the image. The kernel size was set to (3, 3), as it provided a good balance between accuracy of the results and computational performance. The number of filters was steadily increased: 5 at the first convolutional layer, 7 at the second, and 10 at the final one.

5.2.1.2 Dense layers: Dense layers used the ReLU function as well, apart from the last one where the sigmoid function was used, since the goal is binary classification.

\[ \sigma(x) = \frac{1}{1 + e^{-x}} \] (3)

Two layers of 100 neurons were used right after the feature learning section of the CNN, followed by a 2-neuron layer and a single-neuron one as output.

5.2.2 Performance

The accuracy of the CNN on the training and validation set varying with the epochs of training is shown in figure 7. It is evident how overfit is still an issue for this algorithm as accuracy on the training set is very close to 1, while on the validation set approaches 70%.

On the test set, the algorithm achieved an accuracy of 60.01% with the following confusion matrix:

\[
\begin{bmatrix}
72 & 76 \\
39 & 101
\end{bmatrix}
\]

The obtained accuracy is definitely lower than what could be actually achievable. One of the main reasons for this result is the inconsistency of the images fed to the CNN. It would be extremely useful to perform a more aggressive form of pre-processing on the images before feeding them to the network. Furthermore, applying data augmentation
Fig. 6. Final structure of the CNN.

Fig. 7. Accuracy of the CNN on training and validation sets.

(rotating images, flipping them, and slightly modifying them in general) to increase the size of the training set should be one of the tasks to cover in future work in order to improve performance.

6 CONCLUSION

The problem statement was to explore the accuracy of different supervised and unsupervised models that classify normative vs. anomalous X-ray images of humeri (anomalous being humeri that are broken, fractured, or have implants), given labeled training and validation images. We pre-processed the images to extract normalized histograms of each image that could be fed into the supervised learning algorithms. Ultimately, we evaluated the accuracy of logistic regression, logistic regression with regularization, k-nearest neighbors, and a CNN. We found that, contrary to our original hypothesis that the CNN would perform best, k-nearest neighbors yielded the most successful results. This algorithm didn’t require as much training data as the CNN to produce a robust model, and struck a balance between noise reduction and identifying the most relevant data for this particular problem. Additionally, our results told us that the pre-processing step of normalizing the images may have helped us achieve higher accuracy.

For future work, we would perform pre-processing on images prior to inputting them into the CNN. We would also explore more pre-processing steps, such as adding masks to the images and applying well-defined transforms, to make the currently extremely varied data more uniform in contrast, orientation, and scale. This would make feature extraction simpler and would consequently significantly improve the accuracy of our models across the board.
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