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Abstract

MR Cine imaging is the gold-standard to visualize cardiac motion abnormality. While conventional cine MRI relies on lengthy breath-hold scans, free-breathing real-time cine MRI improves imaging efficiency and robustness. To effectively analyze real-time cine images, this study proposed a deep learning based solution to delineate myocardium. A neural net was developed by enhancing the U-net architecture with Resnet modules. Data augmentation and pre-processing workflow was introduced to utilize breath-hold cine training samples for real-time scans. Total training set consists of 44,428 images for endo and epi-myocardium, from N=1,308 patients. Good segmentation accuracy was measured on a test set of N=45 patients, with Dice ratio being higher than 0.9. This solution was integrated to clinical MR scanner and running in collaborative hospitals.

Introduction

Cardiac motion abnormality is a strong biomarker for Cardiac vascular diseases (CAD). Current gold-standard to evaluate cardiac motion is the magnetic resonance imaging (Figure 1). The state-of-art method is to image the heart at multiple phases (time points in a heart beat). If playing all these images (e.g. often 30 images per heart beat) as a movie, it is called "Cine" imaging.

There are two major limitation of current method. First, the imaging requires patient to hold the breath, since the MR scan is performed by acquire a portion of data per heart beat and combine 3-7 heart beats to fill the data space (so-called "k-space" in MRI). There cannot be respiratory motion between heart beats; otherwise, the image will be contaminated by blurring. Second, the motion abnormality is often read out by expert watching the "Cine" movie (literally!). Resulting report is often a coarse answer as "Yes, with abnormality" or "No, free of abnormality". There is no quantitative reporting in the process. This leads to subjective, time-consuming image reading session, which takes bulk time from cardiologists’ busy schedule.

Recent improvement in MR imaging leads to a new scheme for data acquisition, called real-time cine imaging (RT Cine) [1]. As shown in Figure 2, instead of combining data from multiple heart beat, real-time acquisition will start at the R-wave trigger and continuously read out every MR image per 30-40ms. The advantage is no breath-holding required and imaging can be performed with very high efficiency. Because for the high imaging speed, the real-time cine imaging (Figure 2), compared to breath-hold scans (Figure 1), has inferior image quality, in terms of spatial resolution and signal-to-noise ratio. However, clinical practice showed cardiologists are tolerating lower image quality and start to embrace real-time cine for its efficiency and robustness.
The major barrier for cardiologists to fully adopt real-time cine imaging is the lack of automated analysis. Ideally, if myocardium can be automatically segmented, cardiac motion can be extracted as e.g. strain map, and reported to clinicians. Towards fully automated evaluation of cardiac motion with free breathing, this project aims to develop a deep learning based solution to automatically segment myocardium from real-time cine imaging.

Related work

While research had been conducted to segment breath-hold cine imaging using deep NN, no prior study is reported for free-breathing, real-time cine. The first published paper [2] for breath-hold cine segmentation utilized the fully convolutional network (FCN) [3]. This network was extended by adding encoding-decoding structures and expanding the filter depth while reducing the spatial resolution [4]–[7]. This led to major improvement in performance, as demonstrated by U-net [6] or Seg-net [5]. The U-net architecture was further extended by using recurrent [8] and residual modules [9]. More recent variation included V-net [4] and TernausNet [10], which kept the skip connections, but had different number of convolution filters and kernel size in each down/upsampling layers. Recent publications started to apply NNs for other cardiac imaging applications, such as automated analysis of T1 mapping image [11], cardiac flow images [12] and perfusion imaging [13].

Dataset

Initial datasets do not include labelled RT cine samples. To facilitate the task of real-time cine segmentation, a strategy was developed to start with breath-hold cine and gradually migrate to RT cine.

Imaging Both breath-hold imaging and real-time cine was performed at Barts Heart Centre, London, UK. Typical breath-hold imaging protocols are: field of view 360×270, imaging matrix 256×144, number of heart beats 7-9, 2x acceleration. A total of 9 to 12 slices are acquired to cover the heart. Reconstructed image resolution for breath-hold cine is then ~1.4mm^2. The real-time cine has lower spatial resolution and faster acquisition, leading to lower signal-to-noise ratio: field of view 360×270, imaging matrix 160×120, 4x acceleration. Reconstructed image resolution for RT cine is thus ~2.25mm^2. Data was acquired with the required ethical and/or audit secondary use approvals or guidelines (as per each center) that permitted retrospective analysis of anonymized data for the purpose of technical development and protocol optimization and quality control. All data was anonymized and de-linked for analysis by NIH with approval by the NIH Office of Human Subjects Research OHSR.

Training Data Two group of training data was collected. a) Breath-hold cine images from N=1,208 patients were retrospectively collected for the training. For every case, the end-diastolic (ED, when the heart is at the most relaxation) and end-systolic phases (ES, when heart is at the most contraction) were selected. For all ED phases, the inner (endo) and outer (epi) boundary of myocardium was traced by clinicians. For all ES phases, only the endo boundary was traced. These give 28,084 endo and 14,042 epi images. b) After training an initial model using only the augmented breath-hold cine data, the preliminary model was applied to N=98 patients for 1,151 slices. Imaging were conducted between 20190412 and 20190515. For every case, both ED and ES phases were segmented for both endo and epi boundaries. The initial segmentation was checked for accuracy and corrected manually if required. This RT cine dataset was added for the final training.

Testing Data Real-time cine imaging data was retrospectively collected from N=45 patients, which constitutes 570 slices. The ED and ES phases were manually selected, and both endo and epi-myocardial boundaries were delineated. The trained model was applied to all test dataset. The NNs derived endo and epi mask was compared to the manual ground-truth.

Methods

NN architecture The U-net semantic segmentation architecture [6], [14] was modified for the cine myocardium detection. As shown in Figure 3, a ResNet module [15] was used as the building block. To simplify the neural net specification, one module consists of two convolution (CONV) blocks with same number of output filters. As shown in Figure 3, the downsampling and upsampling layers were connected with "Skip-connections". The input image went
through the input and then downsampling layers. While the spatial resolution was reduced, the number of filters increased. The upsampling layers increased the spatial resolution and reduced the number of filters. Final CONV layer outputted scores for background and foreground (LV mask). The output of NN was inputted into pixel-wise sigmoid to get the probability maps. All CONV layers used 3x3 with stride 1 and padding 1. More blocks or layers can be added to make NNs deeper.

Data preprocessing As shown in Figure 4, training images were first resampled to 1mm² spatial resolution. The center portion of image (216×216mm²) was selected, resulting in squared image of 216×216 pixels. The same process was applied to the labelled endo/epi masks.

Due to the gradually decreased receiver gain deeper into patient body, the cine images had intensity attenuation (Figure 5). Since this intensity variation can influence the NNs performance and may be difficult to simulate during data augmentation, a correction algorithm was developed. The time series of cine images was reformatted to \( \text{number of pixels} \times \text{number of phases} \) data matrix. The PCA was performed along the time dimension. The first eigen mode (so-called eigen image) is a good representation of receiver gain variation and had the least amount of anatomical information. This eigen-image was spatially smoothed and fitted to low-order smoothing function as an estimation receiver gain. The corrected images were computed by dividing the estimated receiver gain. Figure 5 shows original RT cine image, estimated receiver gain and corrected image.

Data augmentation and training Given different characteristics between breath-hold and real-time cine imaging and the fact that all available training data are from the former group, a strategy was developed for NN training. To mimic lower spatial resolution and SNR of RT cine, data augmentation was applied, including adding random noise and random
blurring. The noise level was randomly decided to be [0.05, 0.075, 0.1, 0.15, 0.2] times mean image intensities. The Gaussian blurring was applied with sigma being randomly selected as [0.5, 0.75, 1.0, 1.25, 1.5, 2.0, 2.5, 3.0] mm. Proposed NNs was implemented using PyTorch. The data augmentation was implemented as data transformation objects applied before extracting every mini-batch. Two NN models were trained for either endo and epi segmentation. All training was performed on a Microsoft Azure cloud node equipped with GPUs. The ADAM optimization was used with initial learning rate being 0.001. The betas are 0.9 and 0.999. Epsilon was 1e-8. Learning rate was reduced by x2 for every 10 epochs. Training took maximal 40 epochs and best model was selected as the one giving best performance on Dev set.

**Evaluation and training data curation** For every imaging slice of tested RT cine, the ED and ES phases were selected. The decision was made first whether myocardium was imaged in this slice (as shown in Figure 4). If imaging slice did not cover myocardium, the ground-truth label was left blank. Otherwise, the endo and epi boundaries were manually delineated. The Dice ratio was computed between automated segmentation and manual labelling. To measure regional segmentation error, the myocardial boundary distance (MBD) was computed as the mean distance between auto and manual endo/epi contours. The labelled RT cine data was added back for second round NN training before model deployment.

**MR scanner integration** The final model after adding the RT cine training samples was saved for scanner integration. An open-source framework (Gadgetron [14]) was used to load and apply the Pytorch model in MR scanners. The RT cine imaging protocol was modified to call up the NNs and generate myocardium contours on the fly. As shown in Figure 6, the results of AI models were sent back to scanner and presented to operators. This workflow was completely automated and in-line.

Software developed for RT cine segmentation is shared at [https://github.com/xueh2/cmr_cine.git](https://github.com/xueh2/cmr_cine.git)

Figure 6. Integration of NN model on MR scanner for cine segmentation.

Figure 7. Cost vs. iteration plot.

Figure 8. An example of NNs based segmentation on RT cine. The end-diastolic and end-systolic phases are shown. Given 12 slices were acquired in this scan, NNs were able to segment myocardium from very basal to apical planes. For those slices where imaging did not cover myocardium, NNs gave low probability.
Results

Proposed NNs and training strategy was applied to RT cine images. Data augmentation effectively mitigated the differences in SNR and resolution between training and testing datasets. Figure 7 gave the cost – iteration plot for endo training, while similar pattern was observed for epi models. The Adam optimizer effectively brought down the cost and allowed NNs to learn myocardial anatomy. Figure 8 gave RT cine segmentation for all slices for a patient. The trained NNs successfully segmented endo- and epicardium at all slices. Furthermore, for imaging slices which did not cover the myocardium, the NNs were able to correctly produce low probabilities, leading to "no segmentation".

For the test datasets of 570 RT cine slices, a total of 136 slices did not include the myocardium. Proposed NN solution correctly identified 129 slices by giving "no segmentation". For the slices where myocardium was imaged, the Dice ratio for endo and epi-myocardium was 0.95±0.07 and 0.96±0.06 for ED phase, and 0.93±0.10 and 0.96±0.05 for ES phase. The myocardial boundary distance was 0.31±0.72mm and 0.30±0.79mm for ED endo and epi boundaries. At the ES phase, boundary distance was 0.37±0.75mm and 0.33±0.51mm. Given the resampled image resolution of 1mm², the mean myocardial boundary error was around 1 pixel.

Discussion

This study proposed a deep learning based solution to segment myocardium from free-breathing real-time cine MRI. Training process started from the conventional breath-hold cine data and migrated to real-time cine through data augmentation and bootstrap training data collection. Testing on independent RT cine datasets showed good segmentation was achieved for myocardial imaging slices with mean boundary error being ~1pixel. Further improvement is required to detect "negative" samples where myocardium was not included in FOV. Figure 9 gave an example of incorrect detection on a "negative" slice. More training samples covering broader imaging slice configuration can be necessary to improve detection rate of "negative" slices.

One major barrier for developing medical imaging applications using deep learning is the cost to establish training set, in both expert hours and financial aspects. Computer vision community generates gigantic datasets of labelled images by hiring "common" workers through internet (e.g. "crowdsourcing" in Amazon Market Place). However, this may not be a feasible option for medical imaging data labelling, due to required professional knowledge and expertise. This study utilized the bootstrap training data collection to speedup curation of RT cine samples. Recent development of synthetic data labelling can learn a generative model from a small training set and synthesize more training data by sampling the learned probability distribution. This strategy is promising with the need of expert supervision.

Conclusion and Future work

This study proposed a deep learning based solution to delineate myocardium from real-time cine MRI. A neural net was implemented by combining the U-net architecture and Resnet modules. The trained NNs were integrated to MR scanner, enabling fully automated inline detection of myocardium. A boot strap training sample collection strategy was utilized, together with data augmentation, to achieve good segmentation performance. Further improvement could involve adding more "negative" samples to avoid false-positive detection.
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