Understanding Transcriptional Regulatory Logic Using Convolutional and Generative Deep Learning Models
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Abstract

The concerted action of sequence-specific transcription factors onto cis-regulatory elements in DNA is the core mechanism through which gene regulation is accomplished in most eukaryotes. Mechanistic dissection of the logic of these interactions is therefore of critical importance for understanding cellular responses to external and internal stimuli in a wide variety of contexts, such as organismal development and disease. However, despite many decades of intensive studies the goal of mapping out this cis-regulatory logic is still far from achieved. Massively Parallel Reporter Assays (MPRA) are a potentially extremely powerful tool that can be applied for this purpose, but extracting cis-regulatory interactions from their output is not trivial for the human eye. Here we apply deep learning approaches to MPRA datasets to understand the individual contribution to gene expression activity of transcription factor (TF) motifs and the relationships between them, and show that convolutional neural networks (CNNs) are capable of learning both aspects of cis-regulatory logic. We then build on our CNN models and develop generative adversarial networks (GANs) that can produce novel regulatory sequences with particular gene expression activities.

1. Introduction

Gene regulation in most eukaryotes is driven by the action of sequence-specific transcription factors, which recognize specific DNA sequence motifs/binding sites (TFBSs) within larger cis-regulatory elements (cREs), and act in concert to affect the expression of their cognate genes. These cREs typically contain multiple binding sites for several different transcription factors; it is the integration of the activity of all these factors within an individual cRE that determines its activity, and the integration of the activity of all cREs that together act on a gene that drives changes in its expression. The complexity of cis-regulatory logic is considerable — each human gene is associated with on average about a dozen putative cREs, each of them several hundred bases in length and potentially containing dozens of TFBSs — thus it is not surprising that despite decades of research in the field, understanding that logic in detail has remained an elusive target.

Two technological and analytical developments hold great promise for resolving that challenge.

The first one is the development of MPRAs, which allow the regulatory activity of many thousands of both endogenous as well as synthetic DNA sequences to be assayed simultaneously on a large scale. In a typical MPRA design, each tested sequence is either associated with a barcode placed within a reporter gene, or is directly located in the reporter itself. High-throughput DNA sequencing is used to determine the relative abundance of barcodes or input sequences in both the populations of expressed RNA and input DNA molecules, thus providing information on the relative activity of each construct.

The second advance involves the application of deep learning techniques to discerning gene regulatory logic, with the hope that machine learning will prove to be more effective where humans have not succeeded so far. Deep learning approaches have already demonstrated remarkable performance on a wide variety of problems in genomics, such as predicting transcription factor binding, accessible chromatin regions, nucleosome positioning, RNA splicing outcomes, and many others, and they have more recently also seen initial applications to MPRAs involving endogenous and random sequences. Once successfully predictive deep learning models are built, methods of deep learning model interpretation can then be used to extract regulatory relationships encoded in the DNA sequence.

Beyond the simple development of predictive models, another highly promising deep learning-based approach in this area is the generation of novel DNA sequences (following the “What I cannot create, I do not understand” principle), the activity of which can subsequently be tested in an MPRA.

Initial work in this area has shown the ability of generative deep learning methods to generate DNA sequence de novo, but the success of such approaches in specific biological contexts has not yet been demonstrated.

In this work we first apply deep learning approaches (Figure 1) to a yeast MPRA dataset that includes DNA se-
quences containing predefined regulatory grammars\textsuperscript{12} and their activities at various amino acid concentrations ("[AA]"). We find that CNN-based approaches can successfully capture these lexical grammars, identify relevant motifs, and predict regulatory activities in the context of this MPRA dataset. We build on our CNN models to develop a GAN-based algorithm for generating novel DNA sequences with desired regulatory activities. We then apply these approaches in the context of a much larger MPRA dataset in human cells, and plan on experimentally testing the activity of newly designed regulatory sequences in an MPRA.

2. Related Work

Initial applications to MPRA\textsuperscript{8} involving endogenous\textsuperscript{8} and random sequences\textsuperscript{7} have shown that deep learning frameworks are capable of capturing the underlying regulatory grammars encoded in DNA sequences. More broadly, approaches applying deep learning to DNA sequence are at this point well developed in the literature.\textsuperscript{8,11,17} The problem of de novo sequence generation has been less extensively explored. Killoran et al.\textsuperscript{10} applied GANs to generating generic DNA sequences using the Wasserstein GAN, which optimizes the earth mover distance between the generated and real samples.\textsuperscript{14} In this approach, the generator was first pre-trained to produce DNA sequences, and then the discriminator was replaced with a differentiable analyzer, oriented towards classifying if a given sequence had a specified property. Along a similar vein, Gupta and Zou\textsuperscript{19} develop a GAN approach based on a feedback loop, generating DNA sequence in a generator-discriminator framework, but adding the selection of some “top” sequences (evaluated according to a given criterion) to the “real” distribution each iteration. In this way they expand the “real” distribution and force the generator to construct sequences in line with the analyzer’s selection criteria. More recently Brookes et al. propose a framework for design by adaptive sampling,\textsuperscript{20} which allows updating a generative model to maximize the output of an oracle, which can be used for sequence design problems of this type.

Here we present a novel framework for end-to-end generation of sequences to minimize any developer-defined loss function on a set of DNA sequences with associated scores for some property(s) of interest.

3. Methods

The backbone of this project is an end-to-end sequence generation pipeline that takes a set of sequences, and some corresponding property(s) to learn, then trains a GAN that can generate sequence designed to exhibit the given property(s). Throughout this paper we examine this pipeline in the context of predicting the regulatory effects of DNA sequences on gene expression, guided by existing MPRA datasets.

Table 1: Architectural search of deep learning CNN models for predicting regulatory activity from sequence. Each architectural property and the corresponding distribution it was drawn from in the random search are shown. Note that for properties relevant to multiple layers, such as units per dense layer, \( n \) independent samples were drawn from the distribution corresponding to the relevant number of layers.

<table>
<thead>
<tr>
<th>Architecture Property</th>
<th>Distribution Drawn From</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number Convolutional Layers</td>
<td>( \sim \text{Uni}(2, 4) )</td>
</tr>
<tr>
<td>Filters per Convolutional Layer</td>
<td>( \sim \text{Uni}(5, 50) )</td>
</tr>
<tr>
<td>Filter Size</td>
<td>( \sim \text{Uni}(4, 15) )</td>
</tr>
<tr>
<td>Number Dense Layers</td>
<td>( \sim \text{Uni}(1, 5) )</td>
</tr>
<tr>
<td>Units per Dense Layer</td>
<td>( \sim \text{Uni}(5, 100) )</td>
</tr>
<tr>
<td>Regularize all Layers</td>
<td>( \sim \text{Bern}(p = 0.5) )</td>
</tr>
</tbody>
</table>
3.1. MPRA Datasets and data preprocessing

We used two MPRA datasets in this study. The first one was carried out in the budding yeast *Saccharomyces cerevisiae* and includes testing the activity of ∼5,000 synthetic sequences containing defined numbers of TFBSs for factors known to be important in regulating gene expression upon changes in nutrient availability. Regulatory activity was measured under a range of six different increasing amino acid concentrations.

The Sharpr-MPRA dataset is significantly larger, containing ∼500,000 endogenous 145 bp-long human sequences that tile ∼15,000 putative regulatory regions at 5-bp intervals. These sequences were assayed in two different human cell lines (the erythroid K562 and the hepatic HepG2) with two different promoters.

DNA sequences were one-hot encoded following established practices. We also log+-transformed the regression targets so we could use the ReLU non-linearity as the output of our regression networks.

3.2. Predicting Gene Expression

The first part of the pipeline involves building a neural net that learns to predict the effects on gene expression of a given set of regulatory sequences. We largely follow CNN-based approaches previously developed to tackle such tasks. After one-hot encoding, the input sequences are split into training and test sets. Convolutional layers learn to capture transcription factor binding motifs, followed by a series of fully connected layers to predict output expression under a set of different conditions; in this case the regressor predicts a vector where each element corresponds to one of the conditions.

Because it is not *a priori* clear exactly which architecture is best suited for a given prediction task, we implement a random search, training 100 models with random numbers of convolutional and dense layers, randomly sized kernels and random numbers of hidden units (Table 1). We train these models for 1,000 epochs using the Adam optimizer, keeping only the lowest validation loss across the training history. Models are then evaluated on the test set, and a linear combination of the test error and the overfitting ratio (defined as \(\text{MSE}_{\text{train}} / \text{MSE}_{\text{test}}\)) is used to rank the regression models. Later in the process it becomes important that the regressor is actually learning to assign importance to TFBSs, and that overfitting is minimized as much as possible.

3.3. Feature Importance Scoring

The DeepLIFT framework was used to assign feature importance scores of MPRA prediction models to each nucleotide in input sequences.

3.4. Generating Regulatory Sequence

To *de novo* generate regulatory sequences, we start with the improved Wasserstein GAN, the core architecture of which we modify for our purposes in two ways. First, in addition to the random seed \(z\), we also input a continuous vector \(t\), with the same shape as the output from the regressor trained in the previous phase. The vector \(t\) is drawn from a normal distribution fit to the distribution of expressions in the MPRA dataset being trained on. The generator outputs a one-hot encoded sequence vector, making use of the
3.5.2. 1-Nearest Neighbor

The best method for evaluating the quality of a generated distribution given an actual distribution is to do calculate the LOO (Leave-One-Out) accuracy of a 1-NN algorithm in a learned feature space. We create a general framework for generating a learned feature space to compare regulatory sequences of a given length $k \leq 2000$ by starting with a CNN model, altering the length of the input space, and then truncating the model after the last convolutional layer that produces a non-negative output size. To compute the LOO accuracy, we label real sequences 1 and generated sequences -1, calculate the distances between all sequence pairs, and take the label of the second smallest distance sequence as the predicted label for all sequences. If the generated and real distributions were the same, i.e. if the generated sequences are high quality, the 1-NN will achieve 50% accuracy.

3.5.3. Predicting Expression

To ensure that the generated sequences are not simply overfitting the regressor network used to train the generator, we use an ensemble of several of the next-best regressors produced by the random architecture search to predict the expression of the generated sequences, and compare it to the initial target expression $t$.

4. Results

4.1. Hyperparameters

Throughout training we used the default hyperparameters for the Adam optimizer, the default hyperparameters for the WGAN-GP algorithm, and a standard batch size of 64, because these parameters are relatively well supported in the literature and returned reasonably good results in preliminary tests.

4.2. Regression

4.2.1. Yeast MPRA

After random architecture search on the yeast MPRA dataset, we arrived at an optimal model with a test MSE of 0.0266 (Table 2). The performance of this model can be compared to the baseline established in the yeast MPRA study itself by physical thermodynamic models for predicting expression, the top test performance of which is $R^2 = 0.8$ across all sequences. The corresponding test $R^2$ for the top deep learning method is $R^2 = 0.91$ (Figure 2a). Also, a key result of the original study is that combining large numbers of TFBSs in the same construct does not necessarily lead to higher regulatory activity, and can even decrease it, due to competition for binding between nearby sites. Deep learning models are well capable of capturing that behavior (Figure 2b).

To confirm that the neural net’s models are not just learning to predict expression, but are also identifying the key regulatory sequences driving, we applied DeepLIFT feature importance scoring on the input sequences. The relevant motif indeed tend to be the most highly scoring sequences, with two examples shown in Figure 2c-d. To more generally quantify motif importance, we also calculate a motif importance score, calculated as the sum of the importance ascribed to basepairs within motif divided by the total importance for

![Table 2: Top models from random architecture search for the Yeast MPRA and Sharpr-MPRA datasets. For feature importance scoring, we sum the DeepLIFT importance scores ascribed to TFBSs, and divide by the total importance of the input sequence. We sum this score over all sequences in both the training and test datasets.](image-url)
Table 3: Evaluation of sequences produced from 5000 epochs of training for various $\gamma$ on the Yeast MPRA dataset.

<table>
<thead>
<tr>
<th>$\gamma$</th>
<th>Metric</th>
<th>Optimal/Real Value</th>
<th>Generated</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>1-NN LOO</td>
<td>0.5</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td>Motif Count Per Sequence</td>
<td>17.54</td>
<td>14.114</td>
</tr>
<tr>
<td></td>
<td>Predicted Expression MSE</td>
<td>0.0</td>
<td>0.801</td>
</tr>
<tr>
<td>0.5</td>
<td>1-NN LOO</td>
<td>0.5</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td>Motif Count Per Sequence</td>
<td>17.54</td>
<td>11.894</td>
</tr>
<tr>
<td></td>
<td>Predicted Expression MSE</td>
<td>0.0</td>
<td>0.205</td>
</tr>
<tr>
<td>0.0</td>
<td>1-NN LOO</td>
<td>0.5</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>Motif Count Per Sequence</td>
<td>17.54</td>
<td>8.336</td>
</tr>
<tr>
<td></td>
<td>Predicted Expression MSE</td>
<td>0.0</td>
<td>0.792</td>
</tr>
</tbody>
</table>

Table 4: Evaluation of sequences produced from 5000 epochs of training for $\gamma = 0.5$ on the Sharpr-MPRA dataset.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Optimal/Real Value</th>
<th>Generated</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-NN LOO</td>
<td>0.5</td>
<td>0.89</td>
</tr>
<tr>
<td>Predicted Expression MSE</td>
<td>0.0</td>
<td>64324.5176</td>
</tr>
</tbody>
</table>

4.2.2. Sharpr-MPRA

The Sharpr-MPRA dataset is significantly more difficult to predict than the Yeast MPRAAs as it exhibits poor reproducibility between the experimental replicates and the between-replicate correlation sets an upper limit on the achievable model performance. We are still in the process of identifying the optimal performing models for this dataset.

4.3. Sequence Generation

4.3.1. Yeast MPRA

We were able to successfully train several GANs using the Yeast MPRA regressor, but are still working evaluating and understanding the resulting sequences. Current summary results are shown in Table 3, where several interesting observations are evident. First, using just the WGAN architecture ($\gamma = 1$), the distribution of generated sequences is very similar to the real one, and the per-sequence motif occurrence is close to that in the real data; however, the MSE is large. In contrast, using just the regressor ($\gamma = 1$) results in sequence with poor motif occurrence characteristics. It is only for the combination loss ($\gamma = 0.5$) that we see generated sequences that are approaching the desired properties. This supports the usefulness of the architecture we propose in Fig 1.

An issue we have encountered in this context is that extremely extended training periods (10,000-20,000 epochs) begin to seriously degrade performance on all metrics. We are still investigating its sources and possible solutions.

4.4. Sharpr-MPRA

We only have very preliminary sequence generation results on the Sharpr-MPRA dataset (Table 4), as we have not yet arrived at an optimal prediction model.

5. Conclusions

Here we show, using the Yeast MPRA dataset, that first, our CNN regression architecture is capable of learning regulatory activity from MPRA datasets, and even surpasses the baseline established by van Dijk using physical models, and second, that our proposed modified WGAN deep learning architecture is capable of de novo generating DNA sequence using the measured regulatory activities of known sequences as input. As the Sharpr-MPRA dataset is much larger and more difficult to predict, we are still in the process of finding the optimal approach for predicting and generating sequences on it, and this is where the next steps for this project are primarily oriented towards. Training WGAN with various $\gamma$ values, and annealing the $\gamma$ parameter over time are among the strategies we are focusing on next.

Additionally, the suite of evaluation tools we have built can be applied to any generated DNA sequences, and comparing against existing sequence generation approaches is also something we plan to do in the immediate future. We are also interested in establish a more straightforward, non-GAN baseline by setting up an MLE method for sequence generation based on the promise such approaches have shown in the language generation literature.
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