1 Introduction

The field of clinical psychiatry is undergoing a radical transformation in the way it characterizes and diagnoses mental health disorders. Whereas traditionally psychiatrists have relied on the Diagnostic Statistical Manual of Mental Disorders 5 (DSM-5) to make diagnoses, the manual has been criticized in recent years because boundaries between disorders are not as strict as the DSM suggests [Casey et al., 2013]. Indeed, it is likely that the categories in the DSM confound several types of individuals in whom diverse brain dysfunctions drive symptoms [Williams, 2016]. The challenge, then, is to identify biomarkers that correlate with underlying brain dysfunction [Drysdale et al., 2017].

One promising hypothesis suggests that, once these biomarkers are identified, patients could be stratified into neurobiologically meaningful clusters, each of which would represent an underlying type of brain dysfunction [Williams, 2016]. Identifying these biomarkers and their associated brain dysfunction categories could lead to more neurobiology-based diagnoses, which would spur the development of targeted interventions and increase the effectiveness of mental health treatment overall. The aims of this project are therefore to 1) identify information-rich biomarkers in a cohort of healthy participants and patients with a variety mental health disorders; 2) assess the degree to which stratification based on these biomarkers correspond to current DSM disease categories; 3) evaluate the hypothesis that individuals with identified mental health disorders tend to form clusters based on these biomarkers.

This analysis leveraged data from the Consortium for Neuropsychiatric Phenomics, which collected performance metrics on a suite neurocognitive tasks from 50 subjects with schizophrenia, 49 subjects with bipolar disorder, 43 subjects with attention deficit/hyperactivity disorder (ADHD), and 130 healthy individuals to achieve the aims stated above. The inputs in this case were the subjects’ performance on these neurocognitive tasks, and the outputs are both a set of latent features that describe these subjects in a reduced feature space and a clustering based on those features.

2 Related Work

Interest in data-driven methods in Psychiatry have increased substantially over the last several years [Biswal et al., 2010, Akid et al., 2011]. Many research efforts have focused on discovering heterogeneity and subtypes within mental health disorders [Wardenaar and de Jonge, 2013]. Numerous studies in depression, for example, have used factor analytic methods, principal components analysis, and latent class analysis on self-report symptom and imaging data to discover subtypes of depression disorders, with varying degrees of success [Van Loo et al., 2012]. There have also been some efforts to characterize similarities and differences between diagnoses using brain imaging; Sui et al. [2011] found that patients with schizophrenia differed significantly from patients with bipolar disorder based on functional activity and white matter integrity in certain brain regions. Arribas et al. [2010] used a generalized softmax perceptron neural network to discriminate between healthy controls, bipolar disorder, and patients with schizophrenia and were able to an accuracy of 70%.

While the accuracy they achieved using just neuroimaging features in the study by [Arribas et al., 2010] was perhaps promising, one critique often levied against such purely supervised analyses is the issue of “reification” [Hyman, 2010]. That is to say, as the field tries to move away from the symptom-based diagnostic labels established in the DSM-V and toward a more neurobiologically based science, studies that base the success of their analysis entirely on predicting DSM-V labels may just be discovering noise that coincidentally predicts poorly-specified targets. Or, under the assumption that the DSM-V diagnostic labels are not entirely useless, some might argue that data-driven analyses should focus first on establishing concretely the “right” diagnostic labels and only then begin training classifiers to distinguish between them. Thus, the methods in this paper focus predominantly on unsupervised rather than supervised learning techniques. Additionally, while neuroimaging is satisfying in the sense that it assays brain activity directly, other aspects of cognition displayed in performance on cognitive tasks may capture different aspects of underlying neural dysfunction and cost much less as a diagnostic tool. A primary contribution of this paper is the first documented use of a variational autoencoder to generate a low-dimensional representation of subjects based on neurocognitive task data alone. We hope this will serve as a template for further analyses attempting to discover and characterize latent features underlying psychiatric disorders.

3 Dataset and Features

A recent study from the Consortium for Neuropsychiatric Phenomics (CNP) made public a promising dataset containing the results from extensive neuropsychological and neuroimaging assessments on over 200 participants [Poldrack et al., 2016]. The CNP dataset was collected as part of an effort to clarify phenotype domains, particularly those of memory/working memory and response inhibition, which are implicated in bipolar disorder, schizophrenia, and ADHD. To that end, researchers collected interviews and rating scales, self-report measures, neurocognitive exams […], and neuroimaging data [Poldrack et al., 2016]. The behavioral assessments are divided into domains of symptoms, traits, neurocognitive tasks, and neuropsychological assessments. For this project, we focus on the behavioral assessments and leave the neuroimaging features as a future opportunity for research. Roughly half of the participants had a diagnosis for one or more mental health disorders from the DSM-5 and the other half were healthy individuals (see Table 1).
While the CNP dataset has myriad features, not all of them are relevant. Many features are overlapping, many have near zero variance, a number have a high degree of missingness and even more are highly correlated. While columns with zero variance can be reasonably excluded without trouble, eliminating features with missingness can be more problematic, as one can lose potentially important features or diminish the sample size of the study if we blindly censor rows and columns with missing data. The original CNP dataset had 272 participants and 1800 behavioral assessments/features.

In choosing the initial set of features to include our analysis, we excluded all features with zero variance (i.e. features in which there was only one value for all of the participants in the study) and we excluded features that had more than 40% missing values each (i.e. we removed features that were < 60% complete). After reducing the number of features/columns, we kept only those participants with at most 12 missing values. Missing measurements for the remaining participants were imputed using K-Nearest Neighbor Imputation, in which a missing value \( j \) for participant \( i \) is assigned to be the average value of \( j \) measured across the 5 nearest data points/“neighbors” to participant \( i \) (here proximity is measured as the euclidean distance between participants over all features).

Finally, based on this cleaned cohort, we split the data into a training set with 144 participants (60% of the cohort), a validation set with 48 participants (20% of the cohort), and a test set with 49 participants (20% of the cohort). The breakdown of the final cohort by DSM-V diagnosis (including the breakdown for the train, validation, and test sets) is shown in Table I. The preprocessing left 1320 features, of which 375 were neurocognitive tasks and neuropsychological assessments. The latter were used as the primary basis of our analysis.

## 4 Methods

### 4.1 Variational Autoencoder

Our goal of characterizing data-driven phenotypes for schizophrenia, bipolar disorder, and ADHD lends itself well to Bayesian analysis and variational inference. In psychiatry, it is understood that the suite of behaviors displayed by an individual are generated from underlying neurocognitive processes. If we wish to make biologically-driven diagnoses, we must focus our efforts and analysis on modeling those neurocognitive processes. Indeed, any unsupervised learning (e.g. clustering) would ideally be performed on those latent features, if we could somehow accurately model them. Given that those neurocognitive processes are not directly observable, however, our goal becomes one of modeling those processes as latent variables and developing posterior estimates for them given the observable data in our dataset. Variational Bayesian approaches allows one to approximate these latent posteriors. In particular, the Auto-Encoding Variational Bayes (AEVB) allows one to approximate the posterior of continuous latent variables, when it is assumed that the dataset is i.i.d. and each datapoint is generated from those continuous latent variables (as we would assume in our dataset) [Kingma and Welling, 2013].

Generally, autoencoders take an input, encode that input into a lower-dimensional space by way of a neural network, then decode the lower-dimensional representation back to the original input. As autoencoders are trained, they can generate more and more faithful representations of the original input via the low-dimensional latent feature space. Variational autoencoders (VAEs) take a twist on this idea in that they “push” the latent variable representation to take on a normal distribution. This is accomplished efficiently by utilizing a specialized loss function and incorporating stochasticity into the encoding process. Specifically, if \( x \) is the raw feature representation of a subject in our dataset, then the VAE uses the neural net to encode \( x \) into two latent vectors, \( z_\mu \) and \( z_\sigma \), such that the encoding is given by

\[
\begin{align*}
  h &= g(Wx) \\
  z_\mu &= W_\mu h \\
  z_\sigma &= W_\sigma h \\
  q_\theta(z|x) &= z_\mu + z_\sigma \odot \epsilon \\
  h' &= g'(W_\phi q_\theta(z|x)) \\
  p_\psi(\hat{x}|z) &= \text{sigmoid}(h')
\end{align*}
\]

where \( W \) represents the transformation of the data onto an intermediate hidden layer, \( h \), (followed by a nonlinear transformation \( g \)), \( W_\mu \) and \( W_\sigma \) represent the linear transformation of \( h \) into the latent space, and \( \epsilon \sim \mathcal{N}(0, I) \) represents random noise. The latent variable representation thus takes on a gaussian form which is propagated through another
hidden layer of the neural network (represented by the linear transformation $W_{\psi}$ followed by a nonlinear transformation $g'$) to decode the latent variable into a representation of the original input, $\tilde{x}$. The loss function is then given by

$$L^{(i)}(\theta, \psi) = \frac{1}{m} \sum_{i=1}^{m} \left( -E_{z \sim q_\psi(z|x^{(i)})} \left[ \log p_\theta(x^{(i)}) \right] + KL \left( q_\psi(z|x^{(i)}) || p(z) \right) \right)$$

where the first term in the sum represents the reconstruction loss and the second term represents the Kullback-Leibler divergence between the posterior of the latent variable and the marginal distribution of the latent variable, which we would like to be standard Normal. As we backpropagate the loss through the network, the second term encourages the latent representation to take on a standard normal form, which avoids issues of arbitrary encoding by the VAE and encourages the autoencoder to maintain a “meaningful” sense of distance between the points in our dataset [jaa]. This method was used to generate latent representations of our dataset, which can be seen in Figure 3.

### 4.2 Principal Components Analysis

As a way to compare the novel VAE encoding with a technique more commonly used in the field of Psychiatry, we also performed Principal Components Analysis on my data (after centering and scaling the data to have mean 0 and variance 1, i.e. $\sigma^2 = 1$) in order to create a lower-dimensional representation of each subject. This was accomplished by finding the eigenvalues of the empirical covariance matrix, $\Sigma$. Specifically, the implementation in R that we used finds the low-rank representation of $X$ by diagonalizing the covariance matrix and taking the SVD of the original data matrix, such that

$$X = USV^T$$

where $X$ is the original data matrix (centered and scaled), $US$ represents the scores of the PCA (the datapoints represented by principal components rather than the original features) and $V$ represents the loadings of the original features onto the principal components. The representation of the participants in this lower dimensional space is shown in Figure 3.

### 4.3 Hierarchical Clustering

A common conceptualization of mental health disorders is that there are broad classes of disorders, each of which can be subdivided into specific types of disorders. In this sense, agglomerative hierarchical clustering seemed like a natural way to model the data. Agglomerative clustering starts with individual points and iteratively combines clusters based on some distance criteria and linkage heuristic. Disease phenotypes that are more similar would therefore be represented as more closely related in the resulting clustering, with subtypes of disease still nested together. We used correlation as a distance metric under the auspice that patients should be grouped by profiles of cognition rather than severity of symptoms. That is to say, if $d_{i,j}$ were the distance between subject $x^{(i)}$ and subject $x^{(j)}$, then we would have

$$d(x^{(i)}, x^{(j)}) = 1 - \text{corr}(x^{(i)}, x^{(j)})$$

Additionally, we used complete linkage, a heuristic which states that the next clusters to merge/agglomerate at any given point are those with the minimum maximal distance between points within their clusters. In other words, one would merge $C_i$ and $C_j$ that minimize

$$D(C_i, C_j) = \max_{x^{(i)} \in C_i, x^{(j)} \in C_j} d(x^{(i)}, x^{(j)})$$

### 4.4 Choosing the Number of Clusters via the Gap Statistic

Hierarchical clustering produces a large number of potential clusterings (depending on where one cuts the resulting dendrogram), however it does not necessarily offer any insight into which number of clusters is “optimal”. To address this problem, Tibshirani et al. [2001] developed a metric and heuristic for estimating the optimal number of clusters. Specifically, they developed the Gap Statistic, which is essentially an approximation of how different the pooled within-cluster sum of squares you obtain on your actual dataset differs from what you would expect under a null distribution. More specifically, if $D_r$ is the sum of all pairwise distances in cluster $C_r$, then

$$W_k = \sum_{r=1}^{k} \frac{1}{2|C_r|} D_r$$

represents the pooled-within-cluster sum of squares around the cluster means, calculated over all clusters in the dataset, and the Gap Statistic is

$$\text{Gap}_n(k) = \frac{1}{B} \sum_{b} (\log W^*_b) - \log W_k$$

where $W^*_b$ is calculated by generating a uniform distribution over the feature space of the original data, then performing hierarchical clustering on that uniform/null distribution and cutting the dendrogram at the point associated with $k$ clusters. The Gap statistic will be high when the pooled within-cluster sum of squares in your actual data is much less than the pooled within-cluster sum of squares you would expect by chance [Tibshirani et al., 2001]. Thus, a reasonable heuristic is to choose the number of clusters associated with a first local maximum of the Gap statistic, as that represents the point at which partitioning the data further does not lead to pooled within-cluster variance. We used 50 bootstrap samples for $k = 1, 2, \ldots, 7$ clusters and calculated the Gap statistic at each point.
5 Results and Discussion

We chose to use 20 latent variables to represent my dataset using the Virtual Autoencoder. This was approximately in concordance with current theories surrounding the number of factors that contribute to psychiatric phenotypes seen in bipolar, schizophrenia, and ADHD [Van Dam et al., 2017]. The VAE was trained using stochastic gradient descent, with 150 epochs and a minibatch size of 33. Given the small size of the dataset, computational time was not an issue and so we chose a minibatch size that was simply half the training set. Indeed, the loss seemed to taper off with this number of epochs and minibatch size, suggesting a reasonable fit (see 1). Even with that compression, we were able to find a representation that resembled the PCA results for the first two principal components (see Figure 3. This was promising in the sense that it suggested the difference seen between subjects with Adult ADHD and schizophrenia were consistently separated in both representations of the data.

Performing the hierarchical clustering as mentioned previously and calculating the Gap statistic for \( k = 1, 2, \ldots, 7 \) clusters we found that the Gap Statistic was highest when clustering on the latent features from the VAE for 3 clusters (see figure 2). The clustering that resulted can be seen in 4) and the associated table representing cluster membership by disorder is shown in Table II.

Note that, although clustering is decidedly an unsupervised learning method, if we were to classify the participants based on cluster membership we would have an accuracy of 0.51, with sensitivities of ADHD, Bipolar, and Schizophrenia being 0.6875, 0.48, and 0.44 respectively. Here the sensitivities are calculated as

\[
\text{Sensitivity for category } k = \frac{\text{Number of subjects predicted to have diagnosis } k \text{ that actually have diagnosis } k}{\text{Total number of subjects known to actually have diagnosis } k}
\]  

(13)

This is actually in accordance with our current understanding of Bipolar and Schizophrenia, namely that the two are poorly distinguished within the DSM-V and may in fact be overlapping significantly in terms of their symptom profiles, while ADHD tends to be more distinct. This suggests that there may be new categories of diagnosis that group certain bipolar and schizophrenia patients together into one subtype and other bipolar and schizophrenia patients together into a separate subtype. Further analysis is needed to understand exactly which features are over- and under-expressed in cluster 2 relative to cluster 3.

Additionally, note that ADHD was clustered into a group altogether quite separate from Schizophrenia. This is also in line with current understanding of symptom profiles. One hypothesis could be that those bipolar patients grouped with the ADHD patients were hypermanic rather than hypomanic (which is typically more associated with Schizophrenia).

Figure 1: Loss over the number of epochs for the training of the VAE. Note that the loss tapers off by 150 epochs.

Figure 2: Gap statistic for clustering on both the latent features generated from the VAE and from the raw data. Clustering on the latent features suggests 3 clusters, while clustering on the raw features suggests only 2.

6 Conclusion

In summary, this exploratory analysis offers a method with great potential for discovering subtypes of disease not currently extant in the current DSM-V categorization but that nevertheless capture objective underlying neurological measures. Further work is needed to characterize the underlying latent features. Specifically, cross-correlations between the latent features and symptom/trait features in the dataset could provide insight into which types of symptoms predominate in
Figure 3: Latent variable representation using both VAE and PCA. Note that while the representation seems unintelligible when bipolar disorder subjects are included, the distinction between ADHD and Schizophrenia is actually quite marked.

Figure 4: Dendrogram resulting from clustering on the Latent Features from the VAE (left) and the raw features (right). Each of the clusters. Additionally, the validation and test set were set aside for further analysis that will attempt to classify participants based on their diagnosis, comparing those accuracies with the “accuracies” obtained from clustering alone. We are optimistic that this work will result in a deeper understanding of psychiatric disorders and their associated biology.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>ADHD</th>
<th>Bipolar</th>
<th>Schizophrenia</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster 1</td>
<td>11</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>Cluster 2</td>
<td>3</td>
<td>12</td>
<td>11</td>
</tr>
<tr>
<td>Cluster 3</td>
<td>2</td>
<td>6</td>
<td>11</td>
</tr>
</tbody>
</table>
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