Introduction

As NBA teams have begun to embrace data analytics, more emphasis has been placed on shooting and spacing the floor. The three-point shot, in particular, is becoming increasingly prevalent in the NBA. Players and teams have been taking more threes than ever, and recruiters are increasingly looking to recruit members who will be proficient three-point shooters in the NBA [3]. The goal of this project is to project the best three-point shooters among top NCAA prospects.

Using a player’s statistics from the NCAA and the NBA as inputs, along with team statistics on both leagues, our model outputted a three-point shooting percentage for that player.

Related Work

Previous work has been done into building models for recruitment from the NCAA to the NBA, but most of these focus on predicting overall NBA success from the draft itself or trying to predict the draft itself. Harris and Berri research what factors affect the draft for the WNBA, modeling the draft using a Poisson Distribution model and a Negative Binomial model and incorporating the three-point percentage into their model[5]. Using data from division-one players, Bishop and Gajewski used principal component analysis, logistic regression, and cross validation to predict a players potential in the draft to the NBA [4].

There has been some work evaluating relationships between pre-NBA statistics and NBA career success. Coates and Oguntimein analyzed correlations and regressions from data collected about players drafted in 1987 to 1989 to see if it is possible to use college statistics to predict success in the NBA, using a variety of features such as points per game, minutes per game, and throw percentages. They concluded that there was a strong relationship between a players performance in their college career and their professional career[2]. Another paper does the same, analyzing data from 1988-2002 instead using multiple regression tests as well for various positions. It concluded that there is a relationship between pre-NBA statistics and a players career longevity for guards and forwards, but not for centers[1]. However, these studies focus on a players performance holistically, while we hope to specifically focus on three-point percentages.

Although there are not a lot of published research focusing in on threes, there exists some fan-made statistical analyses of three-point percentages, performing linear regression on selected features. One fans conclusion was that there is significant information conveyed about a players later three-point percentages from before their college statistics, but also
that this was a difficult problem\cite{6}. We hope to extend the research attempted on this problem.

3 Dataset and Features

3.1 Data Collection

Our dataset was scraped from basketball-reference.com and sports-reference.com/cbb. We selected 149 NCAA prospects from nbadraft.net’s Top 100 Big Board from 2009-2016 that met the following criteria:

- Player must have taken at least 30 threes in the NCAA.
- If the player was drafted before the 2015 NBA Draft, he must have taken 300 threes in the NBA.
- If the player was drafted in 2015 or 2016, he must have taken 100 threes in the NBA.

We chose players from this list because we wanted our model to be relevant to NBA scouts who would want to learn more about the best prospects in the country. Additionally, our filtering method allowed us to narrow down our data to only apply to players who are considered regular 3-point shooters.

3.2 Feature Selection

We included the following features for each player:

- Player’s total number of 3-point field goal attempts in the NCAA.
- Player’s NCAA 3-point shooting percentage.
- Player’s NCAA free throw shooting percentage.
- The strength of schedule of the player’s NCAA team.
- The average number of threes per game the player’s NCAA team took.
- The average offensive rating of the NBA team(s) the player has played for.
- The average number of threes the player’s NBA team(s) took, relative to the league average.
- The player’s NBA 3-point shooting percentage. This is our output.

In selecting features, our hunch was to not only include player statistics that would intuitively have some correlation with the specified output, but to also include the environment surrounding the player. For example, we thought that if the NBA team the player played for had a good offense (i.e. a high offensive rating), then he is more likely to take higher quality shots and thus have a higher shooting percentage.

We decided to break up our dataset into 80/20 split between training and testing. Because a lot of our features are closely related, we guessed that there were probably correlations between variables and extraneous information. We decided to run principal component analysis on our data and reduce the dimensionality of our data. After running PCA from sklearn library on our training data, we saw that the variance explained was as such:

<table>
<thead>
<tr>
<th>Principal Component</th>
<th>Variance Explained</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.348</td>
</tr>
<tr>
<td>2</td>
<td>0.180</td>
</tr>
<tr>
<td>3</td>
<td>0.158</td>
</tr>
<tr>
<td>4</td>
<td>0.136</td>
</tr>
</tbody>
</table>

As we can see, the first four principal components already explain 82.273% of the variance of the data, we decided that reducing the dimensionality of our data down to four features was enough, so we pro-
jected our training and test datasets into our new feature spaces.

After reducing the dimensionality of the data, we ran our dataset through k-fold cross validation to decide which model best suited the data.

4 Methods

4.1 Linear Regression

We used linear regression as a baseline. This allowed us to assign coefficients $\theta$ to each feature depending on its effect on the labels, according to the following equation below. It does so by minimizing the residual sum of squares between the labels and the values predicted by the model.

$$h(x) = \theta^T x \quad x \in \mathbb{R}^{Nx4}, \theta \in \mathbb{R}^4$$

We used the LinearRegression function with the sklearn library to run this function.

4.2 Weighted Linear Regression

We used weighted linear regression to place more emphasis on points with less variance. We therefore defined weights as the inverse of the variance squared so that examples with smaller error variance will be assigned more weight since they should provide relatively more information about the model. We therefore minimized the following function:

$$\sum_i w^{(i)}(y^{(i)} - \theta^T x)$$

$x \in \mathbb{R}^{Nx4}, \theta \in \mathbb{R}^4, w \in \mathbb{R}^4, y \in \mathbb{R}^4$

The WLS function from within the statsmodels library was used to run this regression.

4.3 Random Forests Regression

We wanted to include models to see if our problem was a non-parametric regression, where the data is not directly based off of the features, but information that is derived from the features. One way to do this was through decision trees and combining a number of "weak" models to create a strong end model. Random forests chooses random bootstrap samples of the data to construct $n$ trees. Each of these nodes then branch off based on the best split using the best predictor among a randomly-chosen subset of predictors at that node. The algorithm then averages the predictions from each of these trees are then averaged to get the final prediction [7]. This also helps to prevent any overfitting. To run random forests, we used Scikit-learn’s machine learning Python library, which includes a random forest regressor: sklearn.ensemble.RandomForestRegressor [9]. We used minimizing mean squared error as the criterion that would determine each node split.

$$MSE = \frac{1}{n}\sum_i (y - \hat{y})^2$$

4.4 Gradient Boosted Regression

Another decision tree regression was a gradient-boosted one. It assumes that at each level of the algorithm is a "weak" model that can be improved by fitting a stronger model using it [8]. We used Scikit-learn’s machine learning Python library for this as well, using sklearn.ensemble.GradientBoostingRegressor [9]. For each stage, we minimized the least squares function and fit a regression tree based on it.

$$LS = \frac{1}{2}\sum_i (y - \hat{y})^2$$

This, and random forests, allows us to create complex regression models.
5 Experiments, Results, and Discussion

5.1 k-fold Cross-Validation

Since we were not sure if our data would work better with a simple or a complex regression, we decided to run $k$-fold cross validation on all of the methods above. We used $k = 10$.

In order to choose our hyper-parameters for random forest and gradient boosting, we first tuned them on the whole training set and then used those parameters in the cross-validation. For random forest, we tuned the maximum depth of the tree between a range of 4-6 using sklearn's `GridSearchCV`, which gave us the optimal parameters of 4.

For gradient boosting, we tuned the learning rate and the maximum depth of the tree. For the learning rate, we tuned between a range of 0.000001-1 on a log scale and the maximum depth between a range of 4-6 using `GridSearchCV` as well. The best parameters were a learning rate of 0.0001 and a maximum depth of 5.

For each of the models, we calculate the average mean-squared error as our metric, which is as follows:

$$MSE = \frac{1}{n} \sum_i (y - \hat{y})^2$$

For each model, we found the average mean-squared error for the training set and the development test sets that was held out using $k$-fold. The following table summarizes the results from the cross validation.

<table>
<thead>
<tr>
<th>Model</th>
<th>Training MSE</th>
<th>Dev Test MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear Regression</td>
<td>9.141</td>
<td>9.983</td>
</tr>
<tr>
<td>Weighted Linear Regres</td>
<td>9.202</td>
<td>9.947</td>
</tr>
<tr>
<td>Random Forest</td>
<td>5.276</td>
<td>11.792</td>
</tr>
<tr>
<td>Gradient Boosting</td>
<td>10.061</td>
<td>13.056</td>
</tr>
</tbody>
</table>

As the weighted linear regression performed best on the development test sets in $k$-fold, we decided to proceed forward with that model. We therefore trained our model on the complete training set using a weighted linear regression model, and used that model to predict NBA 3-point percentages for our test set. Below is a graph of actual 3-point percentages of the players in our training and test set plotted vs the 3-point percentages predicted by our model.

One can see that while many points do cluster around the predicted value = actual value line, some outliers do exist that our model failed to accurately predict.

In addition, in order to see which parameters were most significant in influencing our predicted nba 3-point percentage, we normalized the theta values by the average of that parameter. The standardized thetas are in the table above. We can observe from the relative sizes of the standardized coefficients that...
the player’s college team volume of shooting as well as the offensive rating of the NBA team they joined ended up having the most impact in our model. Therefore, in our model, much of the player’s projected 3-point skill is dependent on their team’s ability rather than their individual statistics.

6 Conclusion/Future Work

Though our model was able to accurately capture the shooting percentages of players who were average three-point shooters, we found that there were too many outliers (e.g. Tony Wroten) for the model to be used reliably. It’s unclear where the problem lies in catching and accounting for outliers. Perhaps there is a more effective method to capture the nonlinearities of predicting three-point shooting percentages. Additionally, we could have missed key features that are highly correlated with a player’s three-point shooting percentage.

With more time and data, we would first refine the model to be more accurate. From there, it would be interesting to expand the model to include international players. As the NBA expands its market globally, players like Kristaps Porzingis and Nikola Jokic have been drafted from overseas and have performed at all-star levels. In general, NBA fans know less about the abilities of international prospects compared to their NCAA counterparts, so building models that generated more information on them could be very insightful.

Additionally, we could expand the model to account for players who only began to shoot threes in the NBA. For instance, since NBA teams began to covet the 3-point shot more in recent years, a higher value has been placed on bigs that can shoot the ball. Consequently, players such as Marc Gasol and Brook Lopez have expanded their range beyond the arc, and have become proficient 3-point shooters. Including more features that could be indicative of a player’s 3-point shooting capabilities (e.g. mid-range proficiency) could help predict which players might add the 3-point shot to their game.

7 Contributions

Jerold wrote the web-scraping code and collected the data, and wrote the gradient boosting and k-fold cross validation code.

Hilary wrote the code to split the data into its training and test set, and wrote the principal component analysis and random forest code.

Roland wrote the linear regression and weighted linear regression code.

All team members collaborated on debugging the code, analyzing the results, and creating the write-ups.
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