Artistic Image Colorization with Visual Generative Networks

Final report

1 Motivation

Visual generative models, such as Generative Adversarial Networks (GANs) \cite{1} and Variational Autoencoders (VAEs) \cite{2}, have achieved remarkable results in generating visual images \cite{3, 4, 5, 6}. While most existing work \cite{3, 4} focus on photorealistic images, the problem of generating artistic images is relatively underinvestigated. Different from photorealistic images, artistic images exhibit larger variations in color, visual style and emotion. Therefore, it is challenging for generative models, to capture the richer space of artistic visual domain. In this project, we aim to design visual generative models for the problem of artistic image colorization. We would like to explore multiple settings of colorizing artistic images of different styles. We are interested in the following settings. First, given a gray-scale input image, we expect our system to automatically generate vivid color scheme of the input. Second, given a colorful input image, we would like the generated color scheme to follow user control. To enable this, besides input gray-scale image, our system takes as input one additional $k \times k$ color grid, where user can specify color spatially. Moreover, we would like to evaluate our system on various visual styles/media types, for example oil painting and water color, which are both extremely rich in color. The overall design of our systems is illustrated in Figure 1.

1.1 Prior work

Image colorization

Image colorization has been studied previously. Most existing methods can be categorized as parametric or non-parametric. Non-parametric methods typically transfer color from one image to another \cite{7, 8}, while parametric methods often learn a function to predict the missing color \cite{9, 10}. Most related to our work are \cite{11} and \cite{6}. \cite{11} studies the problem of automatically colorize a gray-scale photorealistic image and \cite{6} designs an interactive user controllable system for natural images. Our work significantly differs from the above work that we study image colorization in the domain of art images, which poses further challenges to existing systems due to large variation in color.

Conditional generative models

Conditional visual generative models have been extensively studied recently, Mirza et al. \cite{12} showed that by feeding class labels, GANs can generate MNIST digits. Odena et al. \cite{13} demonstrated such capability on natural images. Besides conditioning on discrete variables, Isola et al. \cite{5} employs a model which transforms an existing images to a desired output image. Sangkloy \cite{6} proposed a system that takes both a structural sketch and color scribbles, so that users can control the high-level structure and color of the synthesized image. Recently Elgammal et al. \cite{14} attempts to generate art images using GANs. Our project differs the previous work in that we would like to introduce color control for the task of synthesizing art images.
2 Technical methods

In this section, we introduce technical details of our system. We have tried 2 different neural network models, which will be explained in details in this section.

2.1 Encoder-decoder neural network approach

Our first approach follows the design of the classic encoder-decoder neural networks, where both the encoder and decoder are implemented as Convolutional Neural Networks (CNNs). The encoder network takes as input a gray-scale image (and optionally a $k \times k$ color grid), which is processed through several layers of convolution and pooling operations and becomes a smaller spatial feature map with a larger number of channels. The output feature map is the input to the decoder network, which employs several layers of deconvolution to upsample it to larger feature maps and eventually an output image of the same size as the original input image. The detailed design, (i.e., feature map sizes and number of convolutional filters), is shown in Figure 2. To train this network, we define the loss to be the L2 reconstruction error between the network output and the target color image. In other words, we would like the network to learn to generate the groundtruth color image with partial input, which is a gray-scale image with or without coarse color control grid.

2.2 Encoder-decoder neural network with skip link approach

Our second approach also follows the encoder-decoder neural networks design, and we add skip link [15] to this network, therefore in decoder network, each layer will take the corresponding encoder layer as extra input. Skip link is widely used in many computer vision tasks that employ encoder-decoder design. The motivation is to provide the decoder with detailed information directly from the encoder layers for better decoding accuracy. In this work, we employ skip link to further help the decoder to generate HS channels. The detailed design, (i.e., feature map sizes and number of convolutional filters), is shown in Figure 3.
3 Experiments

3.1 Dataset

We use the BAM [16] dataset, which is a recently released dataset of artistic images at the scale of ImageNet [17]. Each image in BAM is labeled with common object types, media types (i.e., visual style) and emotion. The images are labeled iteratively by human annotaters and automatically trained classifiers. The label quality is ensured by the properly designed crowdsourcing pipelines. Specifically, we use images with media type labels in BAM to form our training, validation and test set. We are interested in colorizing two popular media types, which are oil painting and watercolor. (Note that we have experimented with watercolor images in this milestone and plan to evaluate on oil painting in later project phases.)

Figure 2: Network design details of our encoder-decoder approach. Due to width limitation, encoder and decoder are displayed in two rows.

Figure 3: Network design details of our encoder-decoder with skip link approach.

Figure 4: Visual results of colorizing watercolor images with color grid control, from 2 neural networks.

Original Image  Input grid image  Generated image without skip link  Generated image with skip link
3.2 Architecture study

We have evaluated both neural networks in the setting of user controllable colorization of watercolor images. We fix the color control grid to have the size of $14 \times 14$ and the size of input and output images to be $256 \times 256$. To generate training data, for each image, we take its V channel in HSV space (value channel, represent intensity) as input and HS channels (hue and saturation channel, represent color) as groundtruth output. Note that in the training stage of controllable colorization, the color grid is generated by downsampling the HS channels. In test stage, we generate pseudo color control grid by adding random Gaussian noises to the groundtruth $14 \times 14$ grid, therefore, we expect our system to synthesize different color than the original image.

As shown in Figure 4, the first column is the original image, the second column is the grey-scale image with color grid overlay, the third column is the image generated by neural network without skip link, and the 4th column is the image generated by neural network with skip link. During architecture study, it shows that our network colorize the grey-scale image under the guidance of color control grid successfully, and neural network with skip link shows more vivid color and clearer boundaries than the network without skip link. Therefore, we use this setting to generate the final results.
3.3 Results of neural network with skip link

As shown in Figure 5 for results of colorizing watercolor images, and Figure 6 for results of colorizing oil painting images, our network colorize the grey-scale image under the guidance of color grid and automatically correct incompatible colors in local regions for water color and oil painting images, while we consistently observe that the network fail to capture and reproduce some colors, such as red.

4 Discussions

We have also evaluated neural networks with skip link in colorizing images without color control grid. As shown in Figure 7, the final results is not as visually pleasing as the result of the settings with color control. Specifically, we observe that the generated images tend to have similar color. We would like to point out that colorizing art images without explicit guidance is a much more challenging setting, due to large variation in color in training images. In the future, we plan to further improve our approach by introducing additional losses, e.g., adversarial loss, so that it has the capability to model the large visual appearance variation in the domain of art images.
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