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Abstract

With a lot of research and advancement of deep learning, complex unsupervised learning is applied for extracting deep hierarchies of features especially in images. But, off-the-shelf unsupervised learning algorithms combined with deep learning techniques would yield results similar to the best time consuming Deep learning algorithms.

In this report, I would use K-means algorithm based on [1][2] and apply logistic regression to NORB and CIFAR datasets using single-layer network to classify images.

Introduction

This project is implemented in R. I will be using spherical k-means from [3] for feature extraction. I will be extracting sample patches from images and run spherical k-means on those patches. Since non-linear representation requires deep networks or hard to understand SVM, we will represent features suitable for linear classification.

General Approach

1. pre-process data.
2. Apply spherical k-means for feature extraction of images.
3. Map original features into new feature space learnt from k-means.
4. Apply multinomial logistic regression for classifying images.

Materials and Methods

The standard spherical k-means problem is to minimize $\sum_{i} | \langle x_i, p(c_i) \rangle |$ over all assignments $c$ of objects $i$ to cluster ids $c(i) = 1, \ldots, k$ and over all prototypes $p_1, \ldots, p_k$ in the same feature space as the feature vectors $x_i$ representing the objects.

The softmax function is used in various multiclass classification methods, such as multinomial logistic regression (also known as softmax regression), multiclass linear discriminant analysis, naive Bayes classifiers, and artificial neural networks. Specifically, in multinomial logistic regression and linear discriminant analysis, the input to the function is the result of $K$ distinct linear functions, and the predicted probability for the $j$‘th class given a sample vector $x$ and a weighting vector $w$ is:

$$P(y = j|x) = \frac{e^{x^T w_j}}{\sum_{k=1}^K e^{x^T w_k}}$$

Mathematical Section

Initialization, pre-processing and full K-means training could be represented as follows.

1. Normalize inputs:

$$x_i^T = \frac{x_i - \mu_i}{\sigma_i}$$

2. Whiten inputs:

$$[V, \Sigma] = \text{eig}(X^T X)$$

3. Loop until convergence (typically 10 iterations is enough):

$$x_i^{(k+1)} = \frac{V^T x_i^k + e_{x_i}^k}{\sqrt{\Sigma_{x_i}}}$$

Results

The CIFAR database of images, used to test this framework, is composed by 60,000 labeled training images and 10,000 labeled test images. K-Means was tested using 500,000 7x7 patches extracted from all available training data set. The encoding and classification steps used 300 after running a Multinomial classifier. I got the results depicted by the following confusion matrix: rows are predicted and columns are true labels.

This result corresponds to a test error rate of 2.7%, which is better than all results published for 2 or 3-layer neural networks trained without cross-entropy loss function and without deskewing pre-processing. It suggests that, if training the system with 100 of the data set, and applyingdeskewing to it, it could improve significantly.
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