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Introduction

Grapheme-to-phoneme conversion
(G2P) converts a written word to its

pronunciation.
=

Applications include automatic
speech recognition and
text-to-speech systems.

Dataset and Challenges

Our dataset contains 24,404
orthography-pronunciation pairs.
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Methodology

We leverage a bidirectional long-short-term-memory
recurrent neural network (biLSTM) to encode the words
using both past and future context.

Our model then enforces an output delay o (i.e., ignores the
first 6 characters), which gives the model “time” to read the
first few characters before having to make a prediction.

We then construct various ensembles, utilizing different
voting and averaging techniques to account for model noise.

We define accuracy as completely correct
predictions, and ED ratio as the ratio of the
edit distance to the pronunciation length.
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Ensembles produced a significant increase
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The lack of a one-to-one
correspondence of graphemes and
phonemes make alignment- based
approaches difficult.

ENSEMBLE PERFORMANCE
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in performance (11.6%). In gener

al, the

longer a word was, the harder it was to make
accurate predictions, very short and very

long words excepted.
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