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Abstract

Every image collected from x-ray diffraction experiments is a cross section of the 3D Fourier transformation of the measured object. Among thousands of “good” images, there are also many different categories, where one important type is the diffuse scattering image [1]. My project is to extract those special images with tiny diffuse signals. To achieve this goal, I tried several machine learning algorithms including the diffusion map method, logistic regression and the CNN algorithm based on VGG16 [2] weight matrices. The classification accuracy is about 92% with reasonable preprocesses.

Images from [1]

Background

An analogy to my project is to classify two types of breads given the section-cut picture.

However, the difference between “non-diffuse” and “diffuse” images is much smaller compared to the background, sometimes it’s even hard to label them by human eyes.

Diffusion Map

Model 1: Input vector $x^{(i)} \in \mathbb{R}^{1734 \times 1731}$ is the normalized raw image or preprocessed image (remove the local or isotropic background). The distance $D_{ij}$ or similarity matrix $S_{ij}$ is:

$$ D_{ij} = \| x^{(i)} - x^{(j)} \|^2 \quad \text{(Euclidean distance)} $$

$$ S_{ij} = e^{CC(x^{(i)}, x^{(j)})} \quad \text{(Correlation Coefficient)} $$

They failed to classify the “non-diffuse” and “diffuse”, due to the sporadic distribution of diffuse features.

Model 2: I merged every image back to the 3D Fourier space, so each input vector became: $x^{(i)}_{\text{new}} \in \mathbb{R}^{200 \times 200 \times 200}$. The similarity metrics is the correlation of common arc in 3D space:

$$ S_{ij} = e^{CC(x^{(i)}_{\text{common}}, x^{(j)}_{\text{common}})} $$

High accuracy (91.3%) but slow

Logistic Regression

Each input for logistic regression is $x^{(i)} \in \mathbb{R}^{50}$, which is the principle components analysis of VGG16 output $x^{(i)}_{\text{cnn}} \in \mathbb{R}^{8192}$. I used 500 images for training and 500 images for testing. The overall test accuracy is about 92%. In detail, the “non-diffuse” image has higher recall rate, while the “diffuse” image has higher “precision” rate.

<table>
<thead>
<tr>
<th>Classes</th>
<th>Precision rate</th>
<th>Recall rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>“diffuse”</td>
<td>95%</td>
<td>90%</td>
</tr>
<tr>
<td>“non-diffuse”</td>
<td>89%</td>
<td>95%</td>
</tr>
<tr>
<td>overall</td>
<td>92%</td>
<td>92%</td>
</tr>
</tbody>
</table>

Future Work

- Reduce or standardize the preprocess step
- Classify diffraction images to more than 2 categories with different amount of diffuse signals
- Test whether it can detect “diffuse” images from another experiment. If it doesn’t work, then it means that we have to label plenty of images every time we do an experiment
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