Abstract

Sepsis affects over a million patients annually and remains one of the largest contributors to mortality in the ICU. However, prior models for the early detection of sepsis have typically relied on either manual chart review or a small number of hand-selected features. We propose a electronic phenotyping pipeline that utilizes the full numeric and categorical entries in the MIMIC-III database to extract relevant features for sepsis classification and mortality risk prediction. We have demonstrated that these derived feature are informative (1) to retrospectively identify sepsis cases with high performance (Lasso AUC = 0.796, Random Forest AUC = 0.816) and (2) to predict the risk of mortality following sepsis (concordance index = 0.81) without the use of ICD-9 billing codes. This high performance is promising for the future development of real-time risk models that utilize a large EHR-based feature set.

1 Introduction

The use of Electronic Health Records (EHR) over the past several years has generated a large data source that allows for the development of machine learning models for early diagnosis, risk stratification, and clinical decision support. Generating gold-standard labels for the outcome (phenotyping) is critical to the process of developing a training cohort, but is often a labor-intensive process requiring manual chart review. Sepsis affects over a million patients annually and remains one of the largest contributors to mortality in the ICU, costing the health care system over 14 million dollars per year. In hopes of facilitating high-throughput development of predictive models, we propose an electronic phenotyping pipeline capable of retrospectively identifying sepsis cases from the EHR that attains high classification performance without the use of ICD-9 billing codes. For this classification task, we derived features obtained from the EHR and we applied Lasso logistic regression and random forest to classify whether sepsis occurred at some point over the admission. Additionally we explored models to predict risk of mortality following sepsis on the basis of the derived EHR features. For this survival modeling task, we used the same inputs as in the classification task and applied Cox survival modeling to predict the probability of survival during the hospital admission. Although these models in their current state cannot be directly used for real-time risk prediction, the high retrospective classification performance is promising for future development of real-time risk models that utilize a similarly large EHR-based feature set.

2 Related Work

Early detection and diagnosis of septic shock is a notoriously difficult task that requires domain knowledge and failure to identify those cases accounts for much of US health care cost and mortality[2][3]. Prior work[4] has shown that data from MIMIC II, an earlier version of MIMIC III with data from 2001 - 2008, is sufficient for developing models that allow for an improvement in real time prediction of sepsis and sepsis-related mortality risk over older scoring systems such as the Acute Physiology and Chronic Health Evaluation (APACHE II)[5], Simplified Acute Physiology Score (SAPS II)[5], Sequential Organ Failure Assessment (SOFA)[6] scores, Modified Early Warning Score (MEWS)[7][8], and Simple Clinical Score (SCS)[7], [5]. In general, these models attempt to predict the risk of sepsis progression on the basis of previous hand-selected subset of features. Given that some of their features, however, include ICD-9 billing codes that are used to define clinical outcome, it is unclear to what extent sepsis may be identified if those ICD-9 features are moved. As a result, we see room for potential improvements in unbiased approaches that fully utilize the data in the EHR in that these approaches may identify features that were previously unknown to be predictive.

3 Dataset and Features

3.1 Modeling Overview

For this project, we considered two separate modeling paradigms. First, we handled the task of developing a classification model for retrospectively identifying hospital admissions that result in the development of sepsis at any point prior to discharge. Second, we developed time-to-event models to predict the time-varying risk of death following sepsis on the basis of the same set of clinical features used in the classification models. To accomplish this dual purpose, we processed the EHR to develop a set of summary features for each hospital admission and then use those derived features for classification and survival analysis.

3.2 Database Description

The data of interest is contained within the MIMIC III database[9], an electronic database curated by MIT that houses de-identified demographics, vital signs, lab test results, procedures, medications, notes, imaging reports, and outcomes of 58,000 hospital admissions between 2001 and 2012 for 38,645 adults and 7,875 neonates at the Beth Israel Deaconess Medical Center. The data is represented in a relational database of 26 tables that may be queried with SQL. In this project, we focused on the numeric valued data in 19 event tables (tbl. (1), under the dashed line) and the demographic information in the ADMISSIONS and PATIENTS. The ADMISSIONS and PATIENTS tables are additionally used for indexing the patients and admissions. We additionally use the ICD-9 coding data in the DIAGNOSES_ICD table to define the outcome labels on the basis of the criteria laid out by by Angus et. al [2].

3.3 Cohort and Outcome Definition

For the purposes of the classification task, we label hospital admissions as a positive example if sepsis occurs over the course of the admission and negative (normal) if no sepsis occurs over the course of the admission. For this purpose, we have selected the criteria laid out by Angus et. al [2] as the criteria used to construct the labels, as this criteria has been used in similar work to identify sepsis cases[4]. Briefly, cases are labeled as sepsis if the case contains ICD-9 billing codes for a bacterial or fungal process and either a diagnosis of acute organ dysfunction or if the patient required mechanical ventilation.

For survival modeling, we restrict the data to only those
patients that both have a recorded in-hospital time of death and are labeled as a positive case by the same criteria as before. We take the relative time of death to be the number of days between admission and death.

Since we used ICD-9 billing codes to define the clinical outcomes, we tested our models for three different data sets: (1) features from 19 events tables and admissions table where this feature set does not contain ICD-9 codes. (2) Feature sets in (1) and the set of ICD-9 code features that are not used to define sepsis in Angus et. al [2]. (3) Feature sets in (1) and all the ICD-9 features.

### 3.4 Feature Engineering

![Feature Engineering Diagram]

**Figure 1:** Schematic illustration of our feature engineering process.

We will now describe the feature engineering process by which we derive a set of time-invariant summary features at the admission level from an inherently temporal electronic health record. The following set of operations derives the training and test set, as illustrated in fig. (1).

1. **Starting point: Raw data (21 SQL tables)**

   Initially, each of the tables in tbl. (1) are processed separately. The number of rows and columns of each of the original tables are shown in column (1) of tbl. (1). Each event table is indexed by both the admission ID and an item ID that represents the type of measurement recorded in the value column.

2. **Conversion from long to wide format**

   For 19 events tables, we summarized the time course for numeric-valued measurements by taking the following four statistics for all the unique combinations of hospital admission and items (lab tests, medical procedures, etc.): mean, slope (time-derivative), mean of the difference of consecutive measurements, and an item ID that represents the type of measurement.

   Additionally, we derived features from the flag field in the lab events table, which indicates whether the results of the lab test is within the normal range. We took the number and the fraction of abnormal flags for this table in addition to the four summary statistics. As not all of the patients have measurements for all the possible items, the resulting wide matrix is sparse and contains many missing values.

   For Admissions table, which contains demographic information of patients, we convert categorical variables such as diagnosis type, insurance, language, religion, marital status, and ethnicity to binary dummy variables and append these to the feature set.

   For diagnoses_icd table, which contains the ICD-9 codes, we employ the mean of the difference of consecutive measurements instead of the standard deviation to both reduce computational complexity and to ensure numerical stability.

   It is possible to calculate the fraction of flags feature based on number of flags and number of measurements. We intentionally included this fractional feature despite potential collinearity because Lasso logistic regression is linear model.

---

1. We employed the mean of the difference of consecutive measurements instead of the standard deviation to both reduce computational complexity and to ensure numerical stability.

2. It is possible to calculate the fraction of flags feature based on number of flags and number of measurements. We intentionally included this fractional feature despite potential collinearity because Lasso logistic regression is linear model.
billing codes recorded during the hospital admission, we simply count the number of occurrences of each ICD-9 code during the admission. These features are handled separately and are only conditionally included in the models.

At this stage in the process, the number of rows and columns in tables are as in column (2) in tbl. (1).

3. Drop columns with 90%+ missing values
For 19 events tables, we counted the fraction of missing values for each feature, and dropped features with 90% or more missing values. The threshold is determined by manual observation of histograms of missing value fraction (data not shown).

This operation is not run for Diagnosises_ICD and Admissions tables.

4. Drop near zero variance features
For each table, the near zero variance features are dropped with the caret package[10]. At this stage, the number of rows and columns of each table are given in column (3) of tbl. (1). The resulting features for Diagnosises_ICD table may be used in step 11.

5. Join tables and define the labels
We sequentially joined each of the processed event table and the demographic information table Admissions table on combinations of the admission ID and the measurement item ID. The outcome labels as described in section 3.3 are also attached. This operation is not run for Diagnosises_ICD table.

6. Split training and test set
We divided our cohort to training and test set with 90 : 10 ratio3 while maintaining the ratio of positive and negative classes (tbl. (2)) across the testing/training split.

7. Drop near zero variance features
The near-zero-variance filtering step is repeated for the aggregated data set.

8. Log-transformation and normalization
We applied a log transformation and normalized the variables so that they have zero-mean and unit-variance.

9. Median imputation
Missing values are imputed with the column median.

10. Drop near zero variance features
We again performed near zero variance feature selection for the imputed table4.

11. (optional) Join ICD-9 billing codes
We conditionally joined the ICD-9 code features from Diagnosises_ICD to produce an expanded feature set containing ICD-9 features.

4 Methods

4.1 Brief Description of Models

4.1.1 Logistic Regression with $L_1$ Regularization
For the task of binary classification, we first applied logistic regression with $L_1$ regularization, often called the Lasso[12][13]. The model is fit by minimizing the following loss function:

$$L(\theta) = \sum_i (y^{(i)} - \theta^T x^{(i)})^2 + \lambda \|\theta\|_1$$

The usage of the $L_1$ regularization over other competing penalty (such as the $L_2$ penalty as in ridge regression) is preferred due to the tendency for the $L_1$ penalty to find a sparse solution [12][14] such that many elements of the solution are found to be zero.

4.1.2 Random Forest
We additionally considered the usage of the random forest model[15][16][17] for classification. Briefly, the random forest is an ensemble of decision trees where each decision tree is constructed on a random bootstrap sample of the data set where at each split point in the tree a random bootstrap sample of the features are considered as candidate features and the optimal feature and decision rule are determined such that the heterogeneity of the class distribution in the parent node is optimally decreased upon assigning samples to the child nodes. Predictions are made by evaluating the sample on each of the individual trees and then using the aggregate of the predictions across all trees in the ensemble. Each tree is thus a low bias/high variance model and the process of aggregating the predictions across all trees has the effect of lowering the variance of the model overall while maintaining relatively low bias. The fraction of trees that vote for a particular class may be interpreted similarly to the predicted probabilities returned from logistic regression.

4.1.3 Cox Proportional Hazards with $L_1$ Regularization
For the purposes of the survival modeling, we used the Cox Proportional Hazards model with $L_1$ Regularization[18][19][13][20]. We considered the model without censoring. Interested readers should refer to Tibshirani 1997[19] for more details.

In this model, it is assumed that the time-dependent hazard for each example may be represented as

$$\lambda^{(i)}(t|x^{(i)}) = \lambda_0(t) \exp(\theta^T x^{(i)})$$

where $\lambda_0$ is some unspecified baseline hazard. The solution may be found by maximizing the partial likelihood:

$$L(\theta) = \prod_{i \in D} \frac{\exp(\theta^T x^{(j)})}{\sum_{j \in R} \exp(\theta^T x^{(j)})} \quad \text{where } \|\theta\|_1 \leq s$$

where $D$ is the set of indices at which deaths occur, $R$ is the set of indices of the samples at risk at time $t$, and $j$ is the index of the failure at time $t$.

4.2 Model Fitting and Validation
We implemented our pipeline in R language and used packages[21][22][10][23][24][13][25][26][17][27][28][29][30] to train our models.

The regularization parameter $\lambda$ in the logistic regression and Cox models is tuned with 10-fold cross validation on the training set such that an appropriate performance metric optimized. For binary classification we maximize the cross-validation area under the receiver operating curve (AUC) and for Cox modeling we minimize the partial likelihood deviance[19][13]. Given that random forests are fairly insensitive to changes in the model parameters[15], we fix the parameters of the algorithm such that each forest contains

<table>
<thead>
<tr>
<th></th>
<th>positive</th>
<th>negative</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td>training</td>
<td>13,729</td>
<td>39,400</td>
<td>53,129</td>
</tr>
<tr>
<td>test</td>
<td>1,525</td>
<td>4,372</td>
<td>5,897</td>
</tr>
<tr>
<td>total</td>
<td>15,254</td>
<td>43,772</td>
<td>59,026</td>
</tr>
</tbody>
</table>

Table 2: # of data points in data sets

---

3We considered having 5,000 data points in test set is sufficient to evaluate the performance of models and used 0.9 : 0.1 split based on guideline discussed in Ng 2016[11].

4We have tested Lasso logistic regression with and without this step, and found that the model performs well with this feature selection step (data not shown).
classification. Interestingly, we find that the most informatively small number of the variables are important in the no-ICD case (figs. (3(a)–3(b))) indicates that a reduction in the Gini Coefficient (in terms of the mean decrease in the Gini Coefficient) is needed. Similarly, the rank order of the survival predictions and may be interpreted similarly to the AUC of classification.

5 Results and Discussions

5.1 Retrospective classification of sepsis

<table>
<thead>
<tr>
<th>Table 3: AUC of Lasso and random forest</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
</tr>
<tr>
<td>-------------</td>
</tr>
<tr>
<td>ICD</td>
</tr>
<tr>
<td>None</td>
</tr>
<tr>
<td>Lasso</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>RF</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

For the Lasso logistic regression models, we performed 10-fold cross validation on the training set (fig. (2)-(a)) to determine the weight $\lambda$ of regularization term on the objective function that maximizes the cross-validation AUC. As mentioned before, the $L_1$ regularization has the tendency to select a sparse solution and this is evident in the trajectories of the coefficients for various levels of the $L_1$ norm (fig. (2)-(b)). Given the optimal value of the tuning parameter, we predict the label for both the training set and testing set. The ROC curves for the Lasso logistic models built on the three feature sets are shown in (fig. (2)-(c)) and the corresponding AUC values are shown in tbl. (3).

We fit the random forest models with 250 trees, as previously described. The performance results are summarized in tbl. (3) and the ROC curves are shown in (fig. (3)-(c)). We can see that the random forest model performs better than the Lasso logistic regression models on the test set for each of the feature sets considered. However, this performance boost is perhaps not as large as one would expect given that the random forest is capable of modeling non-linear interactions of the features. We suspect that the variance of the random forest models may be further reduced by the usage of a larger number of trees and thus a large forest may generalize better to the test set.

The usage of the ICD-9 code features tends to improve the performance of the models and there is a step-wise increase in performance when the non-sepsis ICD-9 codes are added to event derived features and when the full set of ICD-9 code features are used in the random forest models. This is not surprising, as those ICD-9 code features were used in the definition of the outcome labels.

Analysis of the random forest variable importance measures (in terms of the mean decrease in the Gini Coefficient) in the no-ICD case (figs. (3(a)–3(b))) indicates that a relatively small number of the variables are important in the classification. Interestingly, we find that the most informative features tend to be the number of times that a specific lab test was measured rather than the actual recorded value of the tests. A possible interpretation is that these features serve as a proxy for the perceived wellness of the patient, as clinicians will be more likely to order a lab test if they suspect that the patient is unwell. However, given that the number of measurements is highly informative, it is clear that data are not missing at random and thus the results may be improved by more advanced imputation methods.

5.2 Prediction of risk of mortality

Table 4: C-index of Cox proportional hazard model

<table>
<thead>
<tr>
<th>Model</th>
<th>features # of included features</th>
<th>(n =)</th>
<th>(n =)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cox</td>
<td>None</td>
<td>797</td>
<td>0.92</td>
</tr>
<tr>
<td>Lasso</td>
<td>Non Sepsis</td>
<td>824</td>
<td>0.999</td>
</tr>
<tr>
<td>Random</td>
<td>All</td>
<td>830</td>
<td>1.000</td>
</tr>
</tbody>
</table>

As in Lasso logistic regression models, we performed 10-fold cross validation on the training sets to determine the value of the $L_1$ penalty term on the objective (fig. (4)(a)) for the Cox model. Using the $\lambda$ that minimizes the partial likelihood deviance, we use the resulting Cox proportional hazards model for to predict the in-hospital survival functions for the test set on the basis of the feature set without ICD-9 billing code features (tbl. (4), fig. (4)(c)). With this feature set, we are able to achieve a c-index of 0.81 when predicting the survival functions of the admissions in the test set. This is promising, as it indicates that the same set of features that can be used for electronic phenotyping of sepsis may also be used to explain the variation in the risk of mortality at any particular time point. Also, it is likely that the usage of more powerful survival modeling methods such as the random survival forest[32][33] would give considerable gains in model performance.

6 Conclusion & Future prospects

We developed a pipeline that extracts informative features to characterize sepsis patients from EHR in an unbiased manner. With these features, we classified sepsis patients with high AUC (0.816 for random forest), indicating that we could construct an automated high-throughput electronic phenotyping system with modest fidelity. We speculate that random forest performs better compared to Lasso logistic regression in the classification task because it can capture non-linear relationship among features. We also demonstrated that our feature set is informative to predict the risk of mortality during the hospital admission.

In this class project, we focused on numeric and categorical data in MIMIC-III database. In the future, we could expand our feature space so that that we handle images and clinical notes. Additionally, we could further optimize the parameters in our models, such as the number of trees in random forest model, to avoid overfitting to the training data set.

While our classification pipeline is useful for high-throughput phenotyping, one of the limitations of this work is that the classification models are only valid for retrospective classification. However, given our success on the classification problem and mortality prediction, it is likely that similar unbiased methods of deriving features from the EHR may perform well in the real-time risk prediction setting with some prior algorithm for determining the precise time of septic event.
Figure 2: Results of Lasso logistic regression model for the classification problem

Figure 3: Results of random forest model for the classification problem

Figure 4: Results of binary classification with $L_1$ constrains for data without sepsis ICD-9 codes
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