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Abstract—Construction projects usually experience schedule and cost overruns. To avoid such dire consequences, it is imperative that construction progress be regularly monitored. This work presents an automated technique for the visual detection of construction progress in images, using machine learning and digital images. A cascade scheme is employed which is primarily based on the use of bag-of-visual-word and texture classification techniques. The method receives as input an image of an indoor under-construction partition, and it automatically classifies it based on its state of progress. The algorithm was observed to perform robustly at indoor sites, obtaining an average classification accuracy rate of 96%.

1. INTRODUCTION

Smart construction monitoring is essential to a project’s on-schedule and on-budget completion [1]. In recent years, there has been a great momentum toward using machine learning and digital images for automated monitoring of construction equipment [2,3,4], materials [5,6,7], workers [8,9], and state of progress [10, 11]. However, monitoring of indoor construction, and in particular indoor partitions (walls) still requires more attention [12, 13,14].

This work introduces an automated machine learning-based technique which receives as input an image of an indoor wall, and it automatically detects its state of progress. In other words, the technique classifies input images based on their state of progress (framing, insulation, installed sheets, plastered sheets, and painted wall). The technique employs bag-of-visual-word and texture classification techniques in a cascade scheme. Through multi-stage support vector machine-based binary classifications, images are categorized into their corresponding state of progress. The proposed solution was tested on 750 digital images of actual site conditions, and it reached an average 96% accuracy rate.

2. RELATED WORKS

The detection of construction progress for indoor partitions is still in its early stages [12]. This is due to the highly cluttered and occluded scenes at indoor sites, extreme illumination conditions, and varying viewpoints [14]. Early efforts resulted in the development of an algorithm which the image’s response to different filters such as Sobel as input to a learning algorithm. This machine learning-based technique could detect progress of indoor partitions for a limited number of states [12]. This work hugely relied on manual parameter tuning and required user’s input with respect to approximate state of progress. Later works addressed the automated visual detection of construction objects at indoor sites including steel studs and insulation blankets [14, 15]. While these works can provide meaningful data on installed objects, they cannot robustly detect the progress of work and indoor scenes due to their low reliance on machine learning, need for manual tuning, and sensitivity to changes in the scene [15].

Hence, there is a need for techniques that can employ machine learning technique for robust detection of state of progress at indoor sites. The application of machine learning can help overcome challenges posed by dynamic nature of construction sites. While construction automation community sees the need for such studies on indoor progress tracking, studies with similar interest have been well studied in the computer science domain.

Scene classification in images [16], for example, has been a subject of interest for many years. Many studies have focused on the use of bag-of-visual-word techniques [16, 17, 18], first introduced by [19]. These techniques construct a visual vocabulary, also known as codebook, which can be used to encode images into a histogram based on the frequency of distinctive features inside the image. Other studies have used object recognition results as features for scene classification [20]. Due to their robustness to changes in the scene, such techniques can be beneficial to the indoor progress tracking problems.

Hence, this work emphasizes on the use of a machine learning-based technique for robust classification of scenes (images captured of partitions) at indoor construction sites.

3. DATA COLLECTION

For the purposes of this project, multiple visits to construction sites were planned, and a set of 750 color images (1920×1080 pixels) were captured by the author using a smartphone. These images all depict indoor under-construction partitions (walls), and they have been captured at different illumination conditions, viewpoints, and varying distances to the wall. Some samples of this dataset are illustrated in Fig. 1, categorized based on the depicted walls’ state of progress.

All images in the dataset were manually labeled by the author (in terms of state of progress) for use in the algorithm’s testing and training. Table 1 summarizes the distribution of images based on the wall’s state of progress.
In the first stage, an SVM classifier categorizes images into two groups of “pre-drywall” and “drywall”. The former contains images of both states of *framing* and *insulation*, and the latter contains images of the last three states. The first classification stage is performed using BOVW technique, the details of which will be provided in section 4.3.

In the second classification stage, images in “pre-drywall” group are further classified into two states of *framing* and *insulation*. This is achieved by using a material recognition algorithm that automatically detects insulation blankets inside an image, taking advantage of both color and texture. In the third stage, images in the “drywall” group are further classified into “installed” and “post-installation”. The latter contains images in both *plastered* and *painted* states. This again relies on the use of a BOVW technique (section 4.3). In the last stage, a texture classification algorithm is developed to categorize the “post installation” images into two states of *plastered* and *painted*.

Through these 4 binary classification stages and the combined use of BOVW and texture classification algorithms, images are classified into the desired five states of progress. In the following sections, we introduce the BOVW technique (section 4.3) and texture and material classification algorithms (section 4.4).

### 4.3. Bag-of-Visual-Word Technique

The BOVW technique [19] plays an essential role in the method presented herein. In the following sections, we discuss the feature generation process and the learning technique used in the BOVW pipeline (Fig. 3).

#### 4.3.1. Features

In this technique, local keypoints are first extracted from a set of images (e.g., training dataset), and then they are passed to a k-means clustering algorithm where each resulting cluster center represents a visual word, or a distinctive feature of images in the dataset. The resulting cluster centers form a visual vocabulary, also known as codebook (Fig. 3).

In this work, speeded up robust features (SURF) [21] keypoints are used for codebook generation. SURF has been inspired by scale invariant feature transform (SIFT) [22], and it is claimed to outperform it both in terms of run time and robustness to image transformations [23]. To detect keypoints,
First, a brief approximation of the visual word technique is introduced in this work. Let \(H(p, \sigma)\) be the input visual word.

\[
H(p, \sigma) = (L_{xx}(p, \sigma), L_{xy}(p, \sigma), L_{yy}(p, \sigma))
\]

\(L(p, \sigma)\) are the grayscale image’s second-order derivatives.

To acquire the descriptor, a square neighborhood is formed around the detected keypoints, and the sum of Haar wavelet responses are calculated in its four sub-regions. This computation is also expedited using the integral image. In this work, a second variation of the SURF algorithm, namely dense SURF (DSURF) [25,26], is also evaluated (section 5). DSURF performs dense sampling on a regular dense grid (dividing the image into a series of patches). DSURF has been shown to outperform SURF in some research works [26].

![Figure 3. The bag-of-visual-word technique](image)

To generate features used in the learning algorithm, a histogram should be created of the visual words observed in an image. In other words, the frequency at which each of the visual words in the codebook appears in an image is recorded, and the resulting histogram is used as input feature for the learning process. To encode an image into a histogram, local features (e.g., SURF or DSURF) are first detected, and then each of them are compared with visual words in the codebook and assigned to the closest one [28]. For example, if \(X\) is a series of D-dimensional descriptors, i.e., \(X = [x_1, x_2, \ldots, x_M] \in \mathbb{R}^{D \times M}\), and the codebook has \(N\) visual words, i.e., \(Y = [y_1, y_2, \ldots, y_N] \in \mathbb{R}^{D \times N}\), the encoding process finds a mapping function from \(X\) to \(Y\). Some of the techniques that can be used for this purpose include vector quantization (VQ) [19], soft assignment encoding [29], sparse encoding [30], and Fisher kernel encoding [31]. In this work, VQ technique, also known as hard-assignment coding, is used where each feature descriptor is assigned to the closest visual word using L2-normalized Euclidean distance. If \(u_{mn}\) represents the mapping function from the \(x_m\) (\(m\)th feature descriptor) to the \(y_n\) (\(n\)th visual word):

\[
 u_{mn} = \begin{cases} 1, & \text{argmin}||x_m - y_n||_2 \\ 0, & \text{otherwise} \end{cases}
\]

4.3.1. Model

The output of encoding is a visual word histogram for each image (Fig. 3). These histograms are used as input features for the learning algorithm and model training. Here, a linear SVM classifier is used for the purpose of classification.

The SVM classifier receives as input the visual word histograms, calculated for the training dataset, and draws in the feature space a separating hyperplane between two sets of labeled data by maximizing the margin between the closest points to the hyperplane. These points are known as support vectors. This is equivalent with the following minimization problem:

\[
\min \frac{1}{2} ||w||^2 + C \sum_{i=1}^{m} \xi_i \\
\text{s.t. } y_i(w^T x(i) + b) \geq 1 - \xi_i, i = 1, \ldots, m; \xi_i \geq 0, i = 1, \ldots, m
\]

The parameter \(C\) helps balance between two objectives of maximizing margin and reducing misclassification. Higher \(C\) values puts more emphasis on achieving lower misclassification rates. The easier approach for solving the optimization problem is the following Lagrangian dual optimization problem:

\[
\max_{\alpha} W(\alpha) = \sum_{i=1}^{m} \alpha_i - \frac{1}{2} \sum_{i,j=1}^{m} \alpha_i \alpha_j y_i y_j x(i)^T x(j) \\
\text{s.t. } 0 \leq \alpha_i \leq C, i = 1, \ldots, m \\
\sum_{i=1}^{m} \alpha_i y_i = 0
\]

The SVM classifier described above, is used in both of the classification stages that rely on the BOVW technique.

4.4. Texture and Material Classification

While the BOVW technique provides a robust and highly accurate means of state classification in this work (section 5), the classification of some of the states with little distinctive feature cannot be accurately achieved using BOVW. For example, a plastered drywall sheet or a painted drywall sheet have surfaces with very few informative local keypoints. As shown in Fig. 2, the texture and material classification is used for two of the four binary classification problems. In one, it is used for visual detection of insulation blankets in images, enabling the categorization of images into framing (i.e., no insulation placed) and insulation states. The last classification stage also relies on texture classification, where painted and plastered partitions are separated.

In this work, local binary patterns (LBP) [32] were used as feature for texture classification. To calculate the LBP descriptor, the value of each pixel is compared with a number of its neighbors (Fig. 4c), located at a certain radius around it. These one-to-one comparisons results in a string of binary numbers which represents the observed pattern. Each time the neighbor has a greater value than the center pixel a 1 is recorded, and 0 otherwise. Finally, a histogram is calculated to capture the distribution of patterns over an image (Fig. 4d). Fig. 4 illustrates this process for an image of a plastered wall region.
In the case of insulation blankets, color values were also used as features in addition to the LBP. The pixel values in the A channel of LAB color space were used. For both stages of texture classification, the SVM model described in section 4.3.1 was used as the classifier.

5. RESULTS AND DISCUSSION

To evaluate the performance of the proposed technique, three variations of the overall design were considered:

Option 1: BOVW technique for a single step 5-class classification problem
Option 2: cascade scheme (BOVW using SURF features + texture classification)
Option 3: cascade scheme (BOVW using DSURF features + texture classification)

The proposed method was implemented in MATLAB. Existing toolboxes were used for LBP [33], SURF, and DSURF feature extraction [34]. As for the training and model tuning, 60% of the image dataset was randomly selected and used for the purpose of training. Also, 10-fold cross validation was performed. The three variations of the method were tested on the remaining 40% of the images.

The results suggest that the third design option (i.e., BOVW using DSURF features + texture classification) outperforms the other two options. Fig. 5 illustrates the confusion matrix developed based on the tests on testing dataset. For each state of progress (S1 to S5), this matrix indicates the percentages of images classified into five possible states. For example, 95% of images in framing state are correctly classified, while the remainder 5% are misclassified as installed partition.

Please note that S1, S2, S3, S4, and S5 respectively correspond to framing, insulation, installed, plastered, and painted state of progress. Based on the confusion matrix, an average 96% accuracy rate is achieved. The average accuracy rates achieved for all three design options are summarized in Table 2.

The results (Table 2) were expected due to the fact that last two states of progress (plastered and painted) provide very few informative keypoints for use in BOVW technique. Therefore, it is imperative to take advantage of texture and pattern classification technique. While the DSURF feature extraction significantly increases the run time, this is not an issue in this application domain. Construction firms do not need real-time progress detection, nor it is possible due to the dynamic nature of sites. The method’s unsatisfactory performance on design option 2 and a series of bias-validation analysis, encourage the author to explore the use of richer feature vector. Fortunately, the use of DSURF significantly improved the results.

Furthermore, experiments with other texture features such as Gabor filters and histogram of oriented gradients (HOG) [35] was not promising and did not outperform the results achieved using LBP. Also, various variations of the LBP technique were tested and the dominant rotated local binary pattern (DRLBP) [36] resulted in highest accuracy rates (reported in the confusion matrix).

The evaluation of various overall design options in terms of average accuracy rate

<table>
<thead>
<tr>
<th>Method variation</th>
<th>Average Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Option 1*</td>
<td>73</td>
</tr>
<tr>
<td>Option 2**</td>
<td>82</td>
</tr>
<tr>
<td>Option 3***</td>
<td>96</td>
</tr>
</tbody>
</table>

*BOVW for 5-class classification
**BOVW using SURF+ texture classification
***BOVW using DSURF+ texture classification

Furthermore, the use of scale and rotation-invariant SURF features enables easier photo capture at dynamic construction sites. This is because images can be captured at varying view points, distances to the wall, and various illumination conditions. It was also observed that the number of local features used for codebook generation has a higher impact on the overall accuracy compared with the length of the codebook. The latter can range between 50 to 500 without jeopardizing the performance.

The proposed solution increases the current accuracy rates for indoor partitions by 20%. It also provides a more robust technique for indoor construction sites, where occlusion and highly cluttered scenes are frequently observed.
8. CONCLUSION
This work introduced a machine learning-based approach toward the detection of state of construction for indoor partitions using digital images. A cascade scheme was introduced which takes advantage of four SVM-based binary classifiers to categorize images into five states of progress. This technique employs a combination of BOVW and texture classification algorithms for more robust detection of progress for indoor partitions. Tests on actual site conditions resulted in over 96% classification accuracy rates.

Future work needs to focus on the improving the current technique in terms of run time, evaluation of other input features to the system, and also design of overall algorithm. It is of interest to the author to extend the application of this work to other stages of construction and increase the number of states classified.
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