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Abstract—The use of machine learning across many fields has seen a rise in recent years, from life and physical sciences to finance and athletics. Within the physical sciences, it is just starting to see some implementation in the field of Earthquake Engineering. The objective of this paper is to implement machine learning to Earthquake Engineering data to create more literature in the field. In particular, this project aims to implement predictive models to properly capture the residual displacement of a structure caused by an earthquake using acceleration data. Current methods, which involve double integration of the acceleration data with a combination of baseline correction and filtering, do not do a good job at capturing residual displacements. For this reason, machine learning was investigated as a possible alternative to numerical integration. The results showed that Feedforward and Recurrent Neural Networks are not able to pick up the residual displacement. In addition, it was found that ground displacement was an important feature to get reasonable results. More research needs to be done on this topic before discarding neural networks as a possible solution for obtaining residual displacements from acceleration data from an earthquake.
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INTRODUCTION

The use of accelerometers in the field of Earthquake Engineering is very important as it helps engineers understand and quantify the magnitude of seismic forces on structures. The ground accelerations of an earthquake are typically recorded at different locations away from the fault and are used in numerical models by engineers to develop better methods for design. Similarly, structures are typically instrumented at floor levels of buildings, in order to monitor the acceleration forces which can then be used to validate numerical models. An important aspect of these accelerometers, is that the acceleration data can be used to monitor the floor displacements of the building by double integrating it numerically. Since various components from a building have a certain damage threshold displacement, obtaining the displacements can help evaluate and determine whether the displacements were large enough to cause significant non-visible damage on a building (i.e., within the walls or locations that are hard to spot with the naked eye). With that said, double integrating acceleration data can be a tricky task as the data needs to be baseline corrected and filtered to remove noise and get reasonable results. Finding the right filter and base line correction is a blind trial and error task as the resulting displacement data cannot be compared to actual displacement readings. Furthermore, displacement sensors have not seen the same application as accelerometers in building monitoring due to their cost and application to large-scale structures since stationary reference points are required [1][2].

For this reason, this project aims to investigate machine learning as a possible alternative to integrate acceleration data to capture the residual displacements. The current literature is limited to earthquake ground motion analysis and simulation, earthquake early warning, and some damage classification [3][4][5]. As a starting point, neural networks were implemented in the study to quantify its versatility and appropriateness for this problem. In particular, two types of neural networks were implemented: 1) Feedforward Neural Networks (FFNN) due to its capability of modeling relationships from input and output without cycles 2) Recurrent Neural Networks (RNN) due to its versatility for time sequences [6]. Both neural networks are implemented and compared to numerical double integration.

DATA USED

Data was obtained from the experimental results of a 2-story wood-frame Unibody house [7]. The structure was tested on an earthquake simulator or shake table under seven different ground motions or earthquakes (see Fig. 1). The 1989 Loma Prieta Earthquake (GM) was used and scaled at various amplitudes, i.e., 0.4, 1, 1.5, 2.3, 3.0, 1.5, 4.5. Each floor of the house was instrumented with 15 accelerometers, one for each direction of motion, i.e., horizontal, parallel to direction of motion, perpendicular, and vertical. Only the horizontal, parallel to the direction of motion and the vertical accelerations were considered
for this study as inputs. The floor and ground displacements were measured using string potentiometers as seen in Fig. 1. In this case, the ground displacement and the target floor displacements in the direction of motion were considered. Each sensor recorded a total of 12,000 data points.

Fig. 1. Experimental Data

One limitation on the data is the fact that it is limited and the residual displacement is only observed on the largest earthquake the house was exposed to. Fig. 2 shows an example of ground motion 5 (GM5) horizontal and vertical acceleration as well as the ground displacement measured.

Fig. 2. Earthquake 5 (GM5) Horizontal and Vertical Acceleration and Ground Displacement

FEATURES

A total of eight features were considered for this project. These features were selected based on data that can be collected from an earthquake in real life scenarios. These features are shown on Table 1. The power spectral densities and ratio of acceleration frequencies were derived using the fast fourier transform.

<table>
<thead>
<tr>
<th>Structure (Floor of Interest)</th>
<th>Ground Motion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acc. of the floor</td>
<td>Acceleration of the Ground</td>
</tr>
<tr>
<td>Vertical acc. of the floor</td>
<td>Vertical acc. of the ground</td>
</tr>
<tr>
<td>Ratio of floor Fz / ground Fz</td>
<td>Ground displacement</td>
</tr>
<tr>
<td>Power spectral density of floor acc.</td>
<td>Power spectral density ground acc.</td>
</tr>
</tbody>
</table>

Note: Power spectral density was computed for acceleration in direction of motion only.

RESULTS

Several trial and error attempts were made to train the data with various features. Two features were considered at first, the ground acceleration and the horizontal floor acceleration. The target displacement used was the one measured by the displacement potentiometers. It was noticed that for both neural networks, the acceleration features took long to train and did not yield good results. As can be seen in Fig. 4, 5, 6, the output is noisy and it deviates for the test cases. The output from the neural network is compared with the result from the numerical integration. For the numerical integration procedure, the data was filtered using the butterworth function from Matlab, a second degree polynomial, and a low pass frequency of 0.07 Hz. The equation used for the integration is shown below, where $x(t) = \text{displacement}$, $t = \text{time}$, $x(t) = \text{acceleration}$, and $\delta t = \text{time increment}$. 

}\]
When adding the ground displacement as a feature, it was noticed that the neural networks behaved better. As more features were added, it was concluded that the power spectral densities did not contribute to the results; instead, it generated noise on the output. Therefore, a total of six features were used to generate the final results.

\[
x(t) = \int_{t=1}^{t=1} \int_{t=N}^{t=N} x(t) \delta t \delta t = \sum_{t=1}^{t=N} \sum_{t=1}^{t=N} x(t) \Delta t \Delta t
\]

It is important to notice that our target is to predict GM7, especially the residual displacement. If can be seen from Fig. 4,5,6 that neither the neural networks with two features nor the numerical integration are able to pick up the resulting residual displacement. Nevertheless, the numerical integration performs better than the neural networks for this phase. In addition, when comparing FFNN and RNN, the latter does a better job in during the training of GM1 but both do not perform well for the testing data points.

![Fig. 4. Training/Testing Data (GM1) with 2 Features](image)

![Fig. 5. Testing Data (GM5) with 2 Features](image)

For the final neural network models, the FFNN was trained with 30% of GM1 using six features (all the ones mentioned in Table 1, except for the power spectral densities) and seven hidden layers. The RNN was also trained with 30% of GM1 using the same six features but with ten hidden layers and ten positive delays. The resulting plots can be seen in Fig. 7,8,9. The training performance was $1.42 \times 10^{-4}$ for FFNN and $1.35 \times 10^{-4}$ for RNN with 15 and 85 epochs respectively.

As can be seen from Fig. 7,8,9, the FFNN and the RNN do a better job at matching the target output displacement for the training and testing datas than when compared to the output generated by only two features. In fact, the match is almost perfect. This can be attributed to the fact that the ground displacement is really close to the floor displacements. On the other hand, when implemented to match GM7, since the displacement is not longer the same amplitude due to the nonlinear behavior of the structure, none of the two neural networks are able to pick up the amplitudes of the target displacement. From the plots presented, it
can be seen that FFNN performs slightly better than RNN. This is due to the variability of the performance. More research is needed to determine which method is better. Nevertheless, on thing is clear, neither are able to outperform the numerical double integration in GM7. Two last additional trials was tested for RNN, one was where the delay and hidden layers were increased to 20 trained with 30% percent of the data GM1 and using 6 features and the last one involved using 70% of the GM1 data using 2 features with 20 delay and hidden layers. No improvement was noticed and training took several hours.

**CONCLUSION**

Two types of neural networks were investigated and implemented to solve the problem of residual displacements. The results showed that FFNN nor RNN were able to pick up the residual drift generated by GM7. Both neural networks were trained with only 30% percent of 12000 points for the smallest magnitude earthquake and based on the results it was sufficient to predict a good portion of the rest of the ground motions up to GM6.

More training epochs and data should be implemented to see if better performance is reached. Results also suggest that features need to be selected carefully to avoid noise in the target output. The ground displacement was an important feature. In the case of this structure, the ground displacement was very close to the floor displacements since the structure was very rigid. The structure becomes more flexible on GM7. Double numerical integration is still a more practical way to compute the displacement from accelerations even though it does not capture the residual displacements, but it’s able to yield reasonable target displacements when there are not residual displacements as seen in the figures presented.

**FUTURE WORK**

This was just a preliminary study incorporating machine learning to this problem, which arose from the interest of the author. More research is needed before discarding neural networks as a possible method to pick up residual displacements. More data (either experimental or simulated) should be used to generalize the model.
and check if performance is improved. If experimental data is not available, numerical models can be used as a possible substitute to generate a large amount of data for different types of structures with different floor levels and construction materials.
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