Distance Correlation

Are the variables correlated?

Xvs. Y
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Pearson Correlation test: No
Chi-squared: Maybe
Mutual Information: Maybe
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How many bins should we
choose when transforming
continuous data into
categorical data?

Use another way to compute correlation: the distance
correlation coefficient

0<R(X,)Y)<1
R(X, Y) should be 0 if and only if X and Y are independent
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How do we compute an empirical distance correlation?
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Empirical distance covariance
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Let’s introduce one last coefficient
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Reject independence with level a if
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with ¢ is the cumulative distribution
function of the N(0,1) law

Distance correlation
can be used as a tool
for feature selection

The table presents
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and children first?




