1 Introduction

This paper discusses the identification of the Higgs boson subatomic particle from jet pull energy colorflow images of the particles’ decay, as modeled by the ATLAS Experiment at the Large Hadron Collider in CERN [1].

The Higgs field is an hypothesized energy field thought to permeate the entire universe. Without it, the Standard Model of particle physics would break down, as atomic particles would not have the required mass to attract each other, leading them to simply float around in the universe at the speed of light [20]. Its proof would completely alter our understanding of mass as a physical property, making the discovery of the Higgs field the fundamental unanswered question in particle physics in the last half-century [13].

The Standard Model suggests that if the Higgs field were to exist, then its quantum excitation, a particle referred to as the Higgs boson, would also have to exist [20].

The Large Hadron Collider (LHC), tasked with finding this particle, consisting of multiple super-powered electromagnets, collides charged particles traveling at near lightspeed. These collisions deform space upon impact, breaking the charged particles into subatomic constituents. It has been hypothesized that with a proton collision at high enough energy, the Higgs boson would decay in observable ways.

The ATLAS detector at the LHC records 40 million proton collisions a second, making human curation of these events unfeasible [14]. An accurate classification system that would label the most promising observations as Higgs boson particle decays is, therefore, required.

In collaboration with SLAC and the ATLAS Experiment at CERN we were given access to energy images for both Higgs boson and gluon decay, referred to as signal and background respectively, seen in Figures 1 and 2.

The purpose of this project was to build a binary classifier which, given the colorflow energy image of the decay of an unknown particle, would accurately distinguish whether or not that particle was a Higgs boson.

While we tested a wide array of supervised learning models, we focused primarily on ensemble methods. In particular we developed and fine-tuned an Adaptive Boosting classifier (AdaBoost) with a Random Forest classifier as its base estimator [8, 10]. We also utilized a number of image feature extraction mechanisms including the Laplacian Operator for edge detection and Features from Accelerated Segment Test (FAST) for corner detection [21, 22].

2 Related Work

Current approaches to this problem involve the use of jet pull features, which is a class of features used to characterize the superstructure of a particle decay event [9]. Jet pull information provides insight as to whether an event was initiated by a quark or a gluon, or if it came from a single object’s decay, as would be the case for a Higgs boson particle decay, by describing the angle between energy decay patterns [18, 11]. The current state of the art model leverages this feature-set, while using Fisher Discriminant Analysis (FDA) for classification.

The approach extracts discriminating information between different classes of jets, similar to techniques used in computer vision [17]. The algorithm uses a representation of jets as images, applies preprocessing techniques to construct a consistent set of jet-images, and applies a linear discriminant, which has been trained on a collection of example jets [6].

FDA identifies the plane in the high dimensional feature space which maximizes the separation between the jet classes and simultaneously minimizes the scatter within each jet class. Since FDA uses knowledge of the within-class variations, it is not significantly influenced by variations present in both classes [6].

This method achieved an AUROC of 0.667 for the Higgs Boson classification [6, 17]. We will be comparing
our results with the results achieved by this model.

3 Dataset and Features

We were given access to energy images for both Higgs boson and gluon decay. The two dimensions of these images corresponded to the spherical coordinates called $\eta$ and $\phi$, where $\phi$ is the azimuthal angle in the $x$-$y$ plane perpendicular to the beam direction and $\eta$ is the angle in $x$-$z$. These were preprocessed to center the jet, with resonance being kept constant in every sampled data point. As is evident in Figure 1 there is a stark difference between signal and background colorflow images, so automatic classification seems feasible.

We had two datasets of images of different sizes – 10,000 images composed of 625 floats ($25 \times 25$ images) and 30,000 images of 10,000 floats ($100 \times 100$ images). While these larger images provide higher resolution, the nature of the electromagnetic mechanism of jet pull energy observation leads these to less accurately detect charged particles. Thus, there is an inherent balance between higher granularity and lower quality of information.

Our baseline consisted of vectorizing these images in $\mathbb{R}^{625}$ and $\mathbb{R}^{10,000}$ vector space, respectively, and feeding those to our classifier. While for more advanced features we experimented with different image processing tools.

For low-level image processing, one-dimensional edge detection and multidimensional corner detection have been proven to be very successful image processing techniques [19]. Thus, the first featureset we developed used a Laplacian of the image. We were expecting to see an increase in accuracy as the Laplacian provides us with a Laplacian of the image. We were given access to energy images for both Higgs boson decay event.

The number of non-zero bins was usually around 20, with the second derivative of a pixel array is equal to zero are indicators of areas where there is an edge. In order to minimize noise, we applied Gaussian smoothing before computing the Laplacian of the image [3].

4.1.1 Laplacian Operator

The Laplacian Operator is given by the relation

$$\mathcal{L}(f) = \frac{\partial^2 f}{\partial x^2} + \frac{\partial^2 f}{\partial y^2}$$

where each partial is taken with respect to each axis [21]. In images, edges are typically areas with high variation of intensity between neighboring pixels. Thus, areas

4.1.2 FAST

The FAST algorithm for corner detection works by analyzing pixels and their surroundings. Given a pixel $p$ with intensity $I_p$ and a defined threshold value $t$, the pixel $p$ is considered a corner if in the circle of 16 pixels $p_n$, around it are darker or lighter than it, as is displayed in Figure 3. More specifically, a pixel $p$ is considered a corner if $(\forall p_n, I_{p_n} \geq I_p + t)$ or $(\forall p_n, I_{p_n} \leq I_p - t)$ are found to be true.

The FAST detector outputs multiple keypoints for each colorflow energy image, with information that includes the coordinates and angle of each keypoint, the diameter of the keypoint neighborhood, the response by which the most strong keypoints were selected, and the octave from which the keypoints were extracted [22]. We used these keypoints as the features of our dataset of images. Figure 4 displays these keypoints for a sample Higgs boson particle decay event.

4.1.3 Image Histograms

An image histogram is a graphical representation of the distribution of tones in any given digital image. In our case, it is an array with pixel values (ranging from 0 to 255) in X-axis and corresponding number of pixels in the image on Y-axis. The typical histogram for our data contained a bin with a very high number of pixels of intensities 0, as it is the background intensity for the images. The number of non-zero bins was usually around 20, with very low intensities as well.

4.2 Classification Algorithms

We used a variety of classification algorithms discussed in lecture, however, most of our work was with ensemble algorithms.

4.2.1 Adaptive Boosting

Adaptive Boosting (AdaBoost) is a meta-algorithm that combines multiple weak classifiers into a more accurate
classifier. AdaBoost runs these weak classifiers multiple times, adapting each time so that subsequent classifiers are used to favor misclassified labels made by previous classifiers [8]. Algorithm 1 presents the algorithm with more detail and rigor. For our particular case, this weak classifier \( \mathcal{L} \) was a Random Forest classifier and the number of iterations \( T \) was 50.

**Algorithm 1** AdaBoost algorithm [15, 16]

1: Initialize the distribution as

\[
D_1(i) = \frac{1}{M}, i = 1, \ldots, M
\]

2: for \( t = 1 \) to \( T \) do

3: Get weak hypothesis \( h_t : \mathcal{H} \rightarrow \{-1, +1\} \) from training weak learner \( \mathcal{L} \) using distribution \( D_t \)

4: Compute the error rate

\[
\varepsilon_t = \sum_{i=1}^{N} D_{t-1}(i) \mathbb{I}(h_t(x_i) \neq y_i)
\]

5: Compute the weight \( \alpha_t \) as

\[
\alpha_t = \frac{1}{2} \ln \left( \frac{1 - \varepsilon_t}{\varepsilon_t} \right)
\]

6: Update the distribution, for \( i = 1, \ldots, m \) as

\[
D_t(i) = \frac{1}{Z_t} D_{t-1}(i) \exp(\alpha_t \mathbb{I}(y_i \neq h_t(x_i))
\]

where

\[
Z_t = \sum_{i=1}^{N} D_{t-1}(i) \exp(\alpha_t \mathbb{I}(y_i \neq h_t(x_i))
\]

7: end for

8: Construct and return the final classifier

\[
H(x) = \text{sign}(\sum_{t=1}^{T} \alpha_t h_t(x))
\]

### 4.2.2 Random Forest

The Random Forest algorithm is a general ensemble learning classification method, relying on decision tree models [10]. The Random Forest classifier works by constructing multiple classification trees, where leaves represent either +1 or −1 labels and branches represent conjunctions of features. The classifier builds \( B \) trees during training. When an unseen sample requires classification, the input vector is passed through every single tree constructed, where every specific tree \( T_b \) outputs a prediction [4]. The classifier returns the label which most trees estimated. Given that an explicit algorithmic description of the method requires multiple pages of pseudo-code, we decided against presenting it in this paper. We invite interested readers who wish to get a thorough description of the classification method to refer to [7].

<table>
<thead>
<tr>
<th>Laplace</th>
<th>FAST</th>
<th>Histogram</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.542</td>
<td>0.553</td>
<td>0.660</td>
</tr>
</tbody>
</table>

Table 1: AUROC scores for image processing using AdaBoost classifier

### 4.3 Training and Testing Methods

Since we had large datasets at our disposal we used hold-out cross validation. Namely, we split our dataset into two sets, a training set which composed of 75% of the data, and a testing set which comprised of the remaining 25% of the data. We would train each model on the training set and would then evaluate the hypothesis returned from that model on the test set. Classifiers will be evaluated by their receiver operating characteristics, or ROC curves. We will also be quantifying the performance of all binary classifiers tested by calculating the area under the ROC curve, or AUROC. We use this method because the AUROC represents the probability that a signal example will be classified correctly, which is exactly what we wish to optimize towards.

### 5 Experiments and Results

#### 5.1 Image Processing

While testing with both datasets, the results presented are those run on the finer granularity data in \( \mathbb{R}^{100 \times 100} \). This is because the colorflow images in the lower granularity dataset had too low of a resolution for many of these methods to provide any meaningful outputs.

We ran an AdaBoost classifier for each of the image processing feature extraction methods detailed previously. Results for these are presented in Table 1. As is evident, all image descriptors tested fall short of current state of the art methods. We hypothesize that the reason why these image descriptors performed so poorly was that the images that we are working with are not typical photographic images. Very few pixels of these images have non-zero value. Thus, descriptors such as the Laplace Operator provide very limited information about the image since there are many sparse energy jets captured in the colorflow images themselves. The image histogram, while outperforming the other two extraction methods, was not a particularly meaningful feature since, unlike a typical image with a very rich corresponding histogram, our images were so sparse that the histograms themselves were heavily skewed to 0.

#### 5.2 Vectorized Image Classification

##### 5.2.1 Classifier Selection

Our first task was to find the classification method best suited for the vectorized images as image features. For this we utilized the smaller granularity images since, given that the number of features for each sample is a number of orders of magnitudes smaller than the higher resolution images, classifiers ran much faster, allowing us to perform more tests.

Figure 5 presents the ROC curves for our tests using multiple classifiers – namely, Linear Discriminant Anal-
Figure 5: ROC curves for various classification methods for 10,000 samples of lower resolution images

ysis (LDA), Quadratic Discriminant Analysis (QDA), K-Nearest Neighbors (K-Neighbors), Gaussian Naive Bayes, Random Forest, Extra Trees, Logistic Regression and AdaBoost with Random Forest classifiers as its base estimators [5]. Evidently, ensemble learning methods such as Extra Trees and Adaboost and classification tree methods such as Random Forest outperformed other predictive models. With an AUROC of 0.875, the AdaBoost classifier not only surpassed all other classifiers tested, but was also a far better model that current state of the art classifiers running FDA on jet pull data.

Given the exceptional results achieved with vectorized images in comparison to those attained through various image descriptors and image processing techniques, we decided to keep exploring vectorized images as our featureset.

5.2.2 Granularity Analysis

The next step in our experimentation was to compare image granularity and its effect on classification performance. Figure 6 displays the ROC curves for an Adaboost classifier with Random Forest estimators, presenting the curve for FDA using jet pull data for comparison purposes. It’s interesting that the lower resolution images outperformed the finer granularity images. This indicates that the higher resolution did not offset the loss of information that came as a result of larger images. Given its poorer performance and much greater training computation time, we proceeded to keep exploring methods using only the coarse dataset.

5.2.3 Feature Selection

The Adaboost classifier, we found, was completely overfitting to the training data, to the extent that it was perfectly classifying all training examples. Thus, we set out to select only the most important features, allowing us to enhance our classifier’s generalization. The importance of a figure can be calculated given the depth of the feature in a classification tree. Features found at the top of a decision tree have a much higher contribution to the final result than features at the bottom, and thus have a larger effect on the final prediction decision [2]. We would take the average depth of each feature in each decision tree in every Random Forest base estimator and use that calculated estimate as the relative importance of that feature [5]. Figure 7 demonstrates the relationship between feature size and the predictive quality of our classification methods. Our intuition that the most important features are in the center of the image are confirmed in Figure 8.

5.2.4 Training Size Analysis

An evaluation of the dataset size would give us valuable information as to whether more training data was required. Interestingly, Adaboost was able to get a very high AUROC score even with a small training size. Already for training sizes of around 1000 we achieved an AUROC of 0.862 and after 2000 examples the marginal gain of adding more samples was zero. Thus, there is no need for more training samples. Our intuition here is that since our images are generated from the same event and
there are only few important features, training and testing examples are very similar. Thus few training examples is enough to learn.

5.2.5 Base Estimator Hyperparameter Optimization

While Random Forest classifiers have multiple parameters associated to them that can be adjusted to maximize performance, the adjustable parameter which Random Forest classifiers is most sensitive to is the number of variables selected at each node used to calculate the split [4]. Increasing it amplifies the correlation between any two trees in the forest, but also increases the strength of every individual tree [4]. Thus, there is an optimal value that balances both effects. Figure 9 shows us that the optimal value for this parameter is 100. We ran these tests on a third, development set, to make sure that our final numbers still reflected a generalized error.

We also tested various maximum depth constraints for the decision trees in the Random Forest classifiers. When no maximum is provided, then the nodes are expanded until all leaves are pure [5]. As is evident in Figure 10, while after a depth of 7 the parameter began to have only a small effect on classification power, larger depths increase power of classification. The most optimal maximum depth found was 11.

6 Conclusion

We set out to construct a binary classifier for the identification of Higgs boson decay events from colorflow jet images as modeled by the ATLAS experiment. We were able to construct a classifier which was able to achieve an AUROC of 0.882. This is substantially better than state of the art systems utilizing jet pull information. The work detailed in this paper provides a glimpse of the incredible potential that decision tree and ensemble methods have for this classification problem. It is interesting that our experiments related to computer vision were not able to achieve higher results, but that it was simply vectorizing the colorflow images as is that generated the best AUROC. As described above, there are a few reasons for our results. On the one hand it is because our training and testing images were very similar, which made classification inherently easier. Second, there is clear distinction between the Higgs and non-Higgs energy decay rate and these differences can be characterized by few features. To see this, simply observe Figures 1 and Figures 8 to see that she shape of the higgs boson energy and the shape of the most important features are very similar. Nonetheless, it is important to stress that this is paper may represent a breakthrough in the Higgs boson identification process as we were able to vastly increase the probability of correctly identifying the presence of such a particle. At the same time, there is still a lot of work that lies ahead.

7 Future Work

First, the most important next step is to test our findings on new data that comes from different events. While the FDA baseline and our results use the same data, it is still unclear whether our findings are useful when it comes to distinguishing Higgs boson decay from in different contexts.

Furthermore, it may be interesting see what happens when more data or different data from the same events are added. The colorflow images we used are all preprocessed, and while this is not a computationally heavy process, it would be interesting to see whether our algorithms are able to detect rotations and translation. In addition, adding more features apart from simply the energy pattern may be interesting and we can imagine that this may lead to even higher accuracy in identification.

Finally, there are more sophisticated algorithms that we would wish to test. The first thing that comes to mind is a Convolutional Neural Network, these have been seen to lead to improved image recognition algorithms [12]. However, there are a number of issues here that arise due to the high pixelation in the images.

We very much look forward to running these experiments in the upcoming months and hope to publish our results as soon as possible.
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