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 Digitized slides obtained from Stanford Tissue 
Microarray Database. Supplemental material 
from Beck et. al., Science translational 
medicine (2011)

 Slides labeled with epithelial tissue and 
stromal tissue

 200 slides used in this work 
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ErrorB = 0.39 ErrorES = 0.11 ErrorTOT = 0.45  
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 High bias  need more features
 gTOT < ttot  poor model selection, bug in code…

 Convergence when ║ɗ║stops changing
 Learning rate is sufficiently slow when 

convergence curve is smooth.

 Current features layer based (RGB, Int.)
 Add textural features
 Add geometrical features

Different Model

 Multinomial logistic regression
 k-means for tissue classification 

More Image Pre-Processing

 New color model (HSI)
 Different segmentation schemes


