1 Introduction

Accurate and up-to-date land cover classification data can be used for interesting applications in different fields; by tracking daily changes of forest cover in areas of interest it is possible to quickly detect illegal deforestation. Environmental scientists can further explore the consequences of climate change by measuring how fast ice cover is melting. Urban planners can track city growth to better anticipate future infrastructure requirements. With the ever increasing number of satellites with image capturing capabilities, it has become progressively easier to observe and act upon the changes that earths surface is undergoing. We use high-resolution satellite images to classify the land visible according to its cover such as forest, water or urban land. The input to our algorithm is a tile of 128 by 128 pixels cut out from a satellite image. We then extract features like Gabor filters and histograms of the HSV, red edge and near-infrared bands from the tile and use a random forest to output a predicted land cover class.

2 Related Work

In recent years, several papers have discussed the use of machine learning approaches to the land cover classification problem. Support Vector Machines [7] have achieved 60-75% accuracy using Radial Basis Function (RBF) and polynomial kernels. Other approaches have seen the use of Decision Trees [11], Random Forests [5] and Artificial Neural Networks [3, 8] employing a number of different hyper-parameters with very similar results (the maximum accuracy being 90%). However, the datasets used in all these papers tended to be much smaller than the ones we are using. Some papers [4] have argued for evaluation metrics other than accuracy, such as $\kappa$ error. In terms of choosing features, pixel values are commonly used, however, other important descriptors used are SIFT and Gabor filters [14].

3 Dataset and Features

3.1 Dataset

Since there is no dataset of geospatial images with corresponding land cover classification information readily available, we assembled our own. To this end we collected a dataset of 78,082 samples consisting of pairs of image tiles of 128 by 128 pixels (input object) and labels denoting the true land cover seen in that image (desired output).

We cut out the tiles from 367 RapidEye satellite images, all depicting different areas in California. The RapidEye images are 5000 by 5000 pixels at a 5m resolution and consist of five spectral bands (red, green, blue, red edge and near-infrared). We downloaded the imagery from the Planet Explorers program [9], that the earth imaging start-up Planet Labs has kindly given us access to.

To label the tiles we make use of the most recent National Land Cover Database (NLCD 2011) [6]. It covers the entire U.S. (at a spatial resolution of 30m) and uses a 16-class land cover classification scheme adapted from the Anderson Land Cover Classification System [1]. We further aggregated these 16 classes into 7 important land cover classes and excluded wetlands, since we have almost no data for this class (see Figure 1).
To obtain the label for a tile, we transformed the coordinates of its pixels to the projected coordinate reference system of the NLCD 2011 and then queried the NLCD 2011 to get a label for every pixel in the tile. If more than 90 percent of the pixels belong to one land cover class, we admitted the tile and its respective land cover class to the dataset. We used this 90 percent threshold to remedy the problem that the RapidEye images are more recent (from 2015) than the NLCD 2011 dataset and the land cover might have changed since then. By only using tiles that are dominated by one type of land cover we are more confident that the land cover type has remained unchanged.

After collecting the data we split it into a test, validation and training set. 60 percent of the tiles were used for the training set, 20 percent for the validation set used to select the best model and another 20 percent for the test set used to report the final prediction accuracy of our method.

3.2 Features

Three major considerations dictated the feature selection. First and foremost, different land cover classes differ in their color. To capture color information, we transform each tile to the Hue-Saturation-Value color space and extract a 50-bin histogram per channel, yielding 150 features. The HSV-color space was chosen due to the robustness of the Hue-channel to lighting differences caused by clouds or different angles of the sun. The second important differentiating factor of different land cover classes is texture - for instance, water and forest generally have a much smoother texture than urban landscapes. Texture information was extracted by filtering each tile with 16 Gabor filters. Gabor filters are linear edge detection filters that have been proven to perform well for the purpose of texture extraction in satellite imagery [10]. After filtering, the mean and variance of each of the 16 tiles was extracted as an indicator of the occurrence of the respective edge type in the tile, yielding 32 features. Lastly, the RapidEye images also feature near infrared and red edge bands. Chlorophyll absorbs red edge light and reflects near infrared light [2]. Thus, another 100 features were dedicated to two 50-bins histograms of the red edge and near infrared bands of the RapidEye imagery.

4 Methods and Metrics

The methods and metrics used in this project are briefly explained in the sections below. Our input, a tile, is represented by \( x^{(i)} \), and its corresponding label is given by \( y^{(i)} \), where \( i \in \{1, 2, ..., m\} \) (we have \( m \) examples). Here, \( x^{(i)} \in \mathbb{R}^n \) and \( y^{(i)} \in \mathbb{R} \). Let \( \hat{y}^{(i)} \) represent the predicted class from our algorithms.

4.1 Methods

Logistic regression is a binary classification model (\( y^{(i)} \in \{0, 1\} \)) that assumes a hypothesis \( h_\theta(x) = y(\theta^T x) = \frac{1}{1 + e^{(-\theta^T x)}} \in [0, 1] \). The cost function to be minimised using gradient descent is given by the following, where the first term is the likelihood of the data, and the second is the regularisation term:

\[
I(\theta) = \sum_{i=1}^{m} -(y^{(i)}h_\theta(x^{(i)}) + (1 - y^{(i)})(1 - h_\theta(x^{(i)})) + \frac{1}{C}(||\theta||_p) \tag{1}
\]
**One vs Rest Classifiers:** Both models described above are binary classification techniques, however, we face a multi-class problem. This is addressed by training $k$ models for a $k$-class problem where the $i^{th}$ model is given by $w_i$, and $f(w_i, x)$ is a measure of how likely it is that an example belongs to the $i^{th}$ class. Prediction is done in the following manner:

$$y = \argmax_{i \in 1, \ldots, k} f(w_i, x)$$

(2)

**Random Forests** is a supervised ensemble method based on decision trees. A decision tree divides the feature space into distinct, non-overlapping regions, that are then used to predict the class of an input sample. Growing a decision tree for classification involves making recursive binary splits, where every split tries to minimize the classification error rate of the tree until a specified depth or until every leaf is pure (fully grown tree). Random Forests build a number of decision trees from new datasets that were sampled with replacement from the original one (bootstrapping) and predict a class by taking the trees’ majority vote. They also restrict the features considered in every split to a random subset of a certain size.

4.2 Metrics

Accuracy and Error are given as follows:

$$\text{Accuracy} = \frac{1}{m} \sum_{i=1}^{m} \hat{y}^{(i)} \neq y^{(i)}$$

(3)

$$\text{Error} = 1 - \text{Accuracy}$$

(4)

Precision and Recall: For the $k^{th}$ class, precision and recall are given as

$$\text{Precision} = \frac{\sum_{i=1}^{m} 1[\hat{y}^{(i)} = k] \times [y^{(i)} = k]}{\sum_{i=1}^{m} 1[\hat{y}^{(i)} = k]}$$

(5)

$$\text{Recall} = \frac{\sum_{i=1}^{m} 1[\hat{y}^{(i)} = k] \times [y^{(i)} = k]}{\sum_{i=1}^{m} 1[y^{(i)} = k]}$$

(6)

5 Experiments, Results and Discussion

We ran our experiments with the implementation of methods done using scikit-learn [12] and other Python libraries. In most cases, all the features were used (colour and infrared spectra histograms and Gabor filters) unless otherwise stated.

5.1 Logistic Regression

We began with implementing Logistic Regression with L2 regularisation; this was our baseline model. We trained our models on 60% of the total data, which comprised $\sim 40000$ images and 7 classes. When we trained with all the possible features, we got a training accuracy of 76.4%, and a validation accuracy of 76.8%. The learning curve associated with Logistic regression is shown in Figure 3b which demonstrates that this model has a high bias. We thus turned to a more flexible model, Random Forest (RF).

5.2 Random Forests

The first Random Forest (RF) model, using 500 trees and a random subset of 16 ($\approx \sqrt{282}$) features considered at every split, gives us an excellent validation accuracy of 92.5%. The learning curve is shown in Figure 3a demonstrating that the training error is 0% with a validation error of 7.5%, implying that this is a high performing, high variance model. The confusion matrix obtained from...
Figure 3: Different measures for feature importance

Figure 4: Confusion Matrix for Random Forest validation set.

Figure 5: Precision Recall values for the different classes in the validation set.

Figure 6: Different measures for feature importance

this classification is shown in Figure 4 and a plot with the corresponding precision recall values for each class is given in Figure 5. We find that herbaceous areas (or grasslands) are most often misclassified. They are often confused with shrub or cultivated land - two very similar types of land cover, even to the human eye.

We further tested the importance of the three sets of features (colour histograms, infrared histograms and Gabor filters). The same RF model was trained on the same tile data, but the different feature sets were successively added. This gives us Figure 6b, demonstrating that all three sets of features contribute significantly to the overall accuracy. This is further backed up by the importance of different features extracted from the RF model with all three sets, which is shown in Figure 6a.
By looking at misclassified tiles, we find that many incorrect classifications involve a disparity between the NLCD dataset and the recently taken RapidEye images. An example is shown in Figure 7.

There are a number of hyperparameters to tune, and after computing validation errors for varying depth of trees, number of trees and number of features per split, we find that the best model has the following hyperparameters: 100 fully grown trees and 125 features per split. The final test error achieved is 6.9%. This shows that we have trained a model that generalises well.

6 Conclusions and Future Work

In this project, we obtained high resolution satellite images and predicted their land cover. We explored a number of features related to colour, infrared reflectance and texture, and found all of them to be relevant. Random Forests outperformed other models, achieving an accuracy of 93.1% on the test set.

In the future, we would like to improve the granularity of our algorithm, by classifying images on a per pixel basis. This would help us achieve long term goals such as creating land cover databases for countries where this hasn't been done before. This would be achieved in a fashion similar to Figure 8. We also want to look at temporal differences between images, which would enable the identification of illegal deforestation and the tracking of urban land growth.
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