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Dataset

We use high-resolution satellite images to classify the land visible according to its cover, such as forest, water or urban land. The input to

our algorithms is a tile of 128x128 pixels cut out from a satellite image. Tiles are combined with labels from the 2011 National Land Cover

Dataset (NLCD) to yield a supervised data set. Random forests outperform a number of models yielding 92.45% accuracy on a test set.
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 Satellite images of California from RapidEye satellites from 

Planet Labs Explorer[1] program

 5m x 5m resolution for each pixel

 5 bands: B, G, R, Red Edge, Near Infrared

 Tiles of size 128 pixels x 128 pixels extracted

 Tiles matched with US government’s 2011 National Land 

Cover Database[2] in a manner demonstrated below

 Land cover classes selected on basis of Anderson’s Land 

Cover Classification System[3]:

 Water, Developed, Barren, Forest, Shrubland, 

Herbaceous, Cultivated, Wetland 

 Only tiles where more than 90% of pixels belong to single 

class were considered

 Total dataset size: 78,082 tiles

 Dataset split:

 20% Test set

 20% Validation set

 60% Training set

 Features used:

 Color: HSV Histograms (convert from RGB)

 Near Infrared / Red Edge Histograms

 Texture: Gabor filters

 Tested models:

 Logistic regression with L2 regularization

 Support Vector Machines with RBF Kernels

 Random Forests with 500, 1000 trees and p= 𝑛
predictors per tree

 Convolutional Neural Networks with LeNet architecture

 Random Forests outperformed all other approaches: 

 Logistic Regression incurred high bias (high training 

and test error)

 SVMs with suffered from heavy overfitting and long 

training times 

 Lowest accuracies for classes Herbaceous, Shrubland and 

Barren were observed

 Water and Forest classes had the best accuracy. 

 Improve granularity of results by adopting per-pixel 

approach

 Update the NLCD dataset with RapidEye imagery

 Create land cover databases for different countries using 

latest satellite images

 Discover temporal changes in land cover – this would help in 

identifying illegal deforestation activities, patterns in urban 

land growth, and shrinkage of water bodies 
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Model Parameters Validation Error

Logistic Regression L2 Regularization 0.2316

Random Forest 100 trees 0.0780

1000 trees 0.0755

Potential Next Steps

Random Forest Confusion Matrix Error Rates of 

different feature vectors

Learning Curve
Results

Validation set errors for different models and their parameters
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